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New Statistical Methods for
Substance Use Prevention
Research

Linda M. Collins and Larry A. Seitz

Some research on drugs and drug use takes place in the laboratory under
well-controlled conditions using simple experimental designs. The data
from these studies are analyzed easily using standard statistical proce-
dures; sometimes inferential statistics are not even necessary. In contrast,
substance use prevention research, particularly intervention research,
generally takes place in the field. Field settings offer the tremendous
advantage of ecological validity, but they are associated with some
disadvantages as well: Field research designs are, of necessity, more
complicated, and the researcher can maintain only so much control.
Often, the standard, commonly available statistical procedures fall short
when applied in complex field research situations. For example, because
these procedures are not well suited for the type of data that have been
collected, they do not answer directly the research question of interest,
Type I error rates are inflated, or statistical power is low. For these
reasons and others, it is extremely important for the field of prevention
that researchers keep abreast of the very latest developments in statistical
methods.

The ultimate purpose of statistics is to provide a means for drawing
conclusions from data. At its best, statistics enjoys a symbiotic rela-
tionship with substantive research: The need to answer substantive
questions in a particular area inspires the development of new statistical
methods, and then the new statistical methods in turn prompt substantive
researchers—both inside and outside the area in which the method was
originally developed—to see their data in new ways and pose new sub-
stantive questions. Yet, statistical methods do not always fulfill their
potential for playing an important role in substantive research. In the



field of prevention, this often is because statistical methods are not made
accessible to substantive researchers. Statistical research is unique among
scientific disciplines in that new developments must be shared not only
with the statistics community but also with the substantive disciplines,
such as prevention, most likely to make use of them. The problem is that,
while the former goal of sharing with the statistics community is accom-
plished by means of publications in statistics journals, there is no well-
established mechanism for achieving the latter goal.

It has been the experience of the editors of this monograph that
prevention researchers display an openness to, and even eagerness for,
new statistical methods that would help them obtain the most from their
data. Unfortunately, they have nowhere to turn to learn about the very
latest methods. Most prevention researchers, like their colleagues in
other areas (including statistics), are not trained to read highly technical
presentations outside their own area of research, so they typically do not
read statistics journals. Even those prevention researchers who do have
the background to read technical presentations of statistical material
understandably are willing to invest the considerable time that this
requires only if there is a high probability that the technique presented
will be useful to them. However, the likelihood that a technique will be
useful cannot be determined without reading the article, resulting in a
frustrating “catch-22.”

The editors believe that monographs like this one represent a way to
disseminate state-of-the-art statistical procedures to the substance use
prevention research community while avoiding the frustration described
above. This monograph results from a technical review held by the
National Institute on Drug Abuse in Bethesda, MD, on September 9 and
10, 1992. Each of the chapters presents a statistical technique or method-
ological issue chosen because of its immediate relevance to prevention
research. The authors of these chapters all have demonstrated an ability
to present technical material in an interesting and accessible manner;
many of them are prevention researchers and are familiar with the special
concerns of this field.



Readers are likely to find the presentation of the material in this mono-
graph to be somewhat different from other presentations of statistical
material. Each chapter in this monograph is accompanied by an abstract
that summarizes how the technique presented is useful in prevention
research. The chapters are written as nontechnically as is possible
without sacrificing rigor, with more technical material set off in italics
from the rest of the text so that it can be skipped in a first reading. In this
way, the editors hope to encourage prevention researchers to think
creatively about the kinds of research questions that can be addressed
using these procedures. A chapter’s purpose is not to make the reader an
expert in a statistical procedure, nor even, in most cases, to equip the
reader to carry out an analysis. Rather, each chapter provides sufficient
conceptual details to enable the researcher to make an informed decision
about whether to pursue further study of the procedure. Most of the
chapters point readers toward additional literature to read to help them
become familiar enough with a particular procedure to apply it to
prevention data.

As the reader will see, the chapters in this monograph constitute a broad
and varied assortment of introductions to newly developed techniques,
introductions to procedures well established in other disciplines but new
to substance use prevention research, and new perspectives on well-
established techniques.

INTRODUCTIONS TO NEWLY DEVELOPED TECHNIQUES

Multilevel Analysis

The unit of analysis issue has been a contentious one for years in
prevention research. Most substance use prevention research is school
based and, thus, the subjects are part of a naturally occurring hierarchy:
students are clustered in classes, classes are clustered in schools, and
schools are clustered in neighborhoods and/or school districts. The costs
of ignoring this hierarchy potentially are great. Individuals clustered
together in some way tend to give responses that are related to each



other’s responses; thus, they are not independently sampled data.
However, presence of independently sampled data is an assumption of
most statistical procedures. If this assumption is violated, Type I error
rates go up, sometimes dramatically. One solution that has been offered
to this problem is to perform analyses at the aggregate level, using, for
example, classroom or school means as the dependent variable. This
method does eliminate the problems caused by a lack of independence
among individuals but, for many analyses, this is the only benefit
associated with this approach. In most cases in prevention research, the
questions are posed at the individual level, such as, “Is there an overall
decrease in the amount of alcohol used by individual students? For what
kinds of students is the program most effective? What are the charac-
teristics of students who seem to be unaffected by the prevention
program?” These kinds of questions cannot be answered by aggregate-
level analyses because conclusions based on analyses at, say, the class-
room level cannot be generalized to either the individual level or the
school level.

Kreft’s chapter on multilevel analysis offers an elegant solution to this
problem. Kreft shows us that, by using multilevel analysis, we can model
all the levels occurring in data simultaneously. This approach even
makes it possible to examine the effects of interactions among various
levels, for example, interactions between characteristics of the classroom
environment and characteristics of the individual. Furthermore, the Type
I error rate is controlled by this approach to data analysis. Multilevel
analyses require special software, but the user is likely to find the time
invested in learning the software very worthwhile.

Missing Data Analysis

Another problem that has dogged prevention research is that of missing
data. There are numerous sources of missing data. Probably the most
pathological source is subject attrition. Most longitudinal substance use
prevention studies experience subject dropout over the course of the
study. If subject dropout were completely random, the most serious
problem would be a loss of statistical power due to a decreasing N.



However, subject attrition in prevention studies is almost never random.
Dropouts tend to be those at higher risk for increased substance use or
those who already are using at a higher rate. Thus, the problem becomes
one not only of statistical power but also of internal and external validity.

There are widely used procedures for dealing with missing data, primarily
listwise deletion, pairwise deletion, and mean replacement. The chapter
on missing data analysis by Graham and colleagues discusses each of
these procedures and introduces some recently developed alternatives. In
some ways, the often-used term “missing data analysis” is a misnomer.
Missing data are, well, missing, and so they cannot themselves be
analyzed. The techniques reviewed by Graham and colleagues do not
create data out of thin air, and they are not a substitute for careful
experimental design and assiduous efforts to prevent subject attrition.
Rather, they help the researcher make the most out of the data that are
present in order to obtain more accurate statistical results.

Meta-Analysis

In substance use prevention, as well as in other fields, it is important to
integrate the results of years of research in order to draw policy-relevant
conclusions. However, this is more easily said than done. Rarely does a
series of research studies speak with one voice; usually there are some
conflicting findings. For example, some studies might find that a
particular prevention program works well overall, while others find that
the program works only moderately well or only for a subset of people.

Meta-analysis is a method of integrating research findings statistically.
The chapter by Tobler presents an annotated example of a meta-analysis
performed on prevention data. This chapter demonstrates how meta-
analysis can be used to make sense out of inconsistencies in findings
across studies by examining what characteristics of studies, such as type
of sample or whether or not the study is well controlled, can account for
the discrepancies. The task of amassing an exhaustive collection of
available studies, coding all relevant variables, computing effect sizes,
and performing the required analyses is, as Tobler puts it, “not for the



faint of heart.” However, meta-analysis is the state of the art in research
integration, and those who have the courage to undertake a demanding
meta-analysis project will find that it is the clearest way to synthesize
findings and arrive at valid policy-relevant conclusions.

Dynamic Modeling

In their chapter, Kibel and Holder demonstrate how to break out of the
controlled laboratory or field environment and examine the interplay
between various kinds of prevention programs and society at large.
Using the dynamic modeling technique advanced by Kibel and Holder,
the user can build models of the reciprocal effects of societal factors and
substance use. One of the important contributions of this approach is as a
heuristic. It forces the user to make explicit every assumption about how
societal forces work. It also allows the user to try out different models
fairly easily. This is another approach that has likely policy relevance as
society considers options like restricting the density of liquor stores in
neighborhoods or legalization of certain drugs.

INTRODUCTIONS TO PROCEDURES WELL ESTABLISHED IN
OTHER DISCIPLINES

Time Series Analysis

Time series analysis, presented in this monograph by Velicer, grew out of
econometrics and has been applied successfully in the social sciences for
years. The data needed for time series analysis consist of a long string of
repeated observations on an individual taken at regular intervals. Thus,
time series designs usually are focused on intensive observation of an
individual, in contrast to the typical school-based prevention intervention
design, which collects data on a large number of individuals at widely
spaced intervals.

For example, Velicer collected data on the cigarette smoking behavior of
six individuals twice daily for 62 days. Time series analysis is ideal for
modeling the routine habits of substance users. It also is possible to
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evaluate the effectiveness of interventions designed to interfere with these
habits by comparing characteristics of a time series before and after an
intervention. This is called interrupted time series analysis. Time series
analysis has great potential for use in substance use prevention studies,
particularly where subject sample size is limited but intensive
measurement of subjects is feasible.

Survival Analysis

Singer and Willett present survival analysis, a statistical technique that is
familiar in epidemiology but is beginning just now to be adopted by
behavioral researchers. Survival analysis rephrases some of the funda-
mental questions asked by prevention researchers. For example, in a
survival analysis, we identify an event of interest—say, onset of substance
use-and ask the question, “Is the amount of time until onset for the pro-
gram children longer than the amount of time until onset for the control
children?” Survival analysis produces some useful quantities, such as the
survival function. An example of a survival function in prevention
research is the proportion of a sample who have not yet begun the onset
process expressed as a function of time. Another useful quantity is the
hazard function. This function expresses incidence as a function of time;
for example, a hazard function would express the probability of onset at a
particular time, given that onset has not occurred already. This function
expresses risk (hazard) of substance use onset. The hazard function
potentially is tremendously useful in substance use prevention interven-
tion research. For example, a thorough knowledge of the hazard function
for people in their preadolescent and adolescent years would be a highly
useful tool in the timing of prevention intervention activities and booster
sessions.

Latent Class and Latent Transition Analyses

In building models of substance use and its prevention, it often makes
sense to identify qualitatively distinct groups. For example, there may be
certain patterns of use characterized by frequency, duration, and sub-
stance or combination of substances. There may be bingers, light steady



users, or specializers in a particular substance. Identifying these kinds of
subgroups within data could help prevention efforts by pointing toward
directions to go and areas to cover in planning interventions. The chapter
by Uebersax illustrates how to use latent class analysis (LCA), a proce-
dure that originally was developed in sociology and psychology, to
identify these subgroups or /atent classes. Uebersax also shows that,
once the subgroups are identified, further analyses can be performed to
look at quantitative differences among the groups. For example, perhaps
bingers are more rebellious or have a poorer relationship with their
parents than do light steady users.

Another approach to questions involving latent classes is to ask whether
membership in latent classes changes over time. Often these latent
classes can be thought of as stages in a process that unfolds over time.
Collins and colleagues present latent transition analysis, which is a
generalization of LCA to longitudinal data. This approach provides a
method of testing stage-sequential models of substance use and related
processes.

NEW PERSPECTIVES ON WELL-ESTABLISHED TECHNIQUES

Incorporating Trend Data Along With Individual-Level
Cross-Sectional Relationships

Figure 1 in the chapter by Bachman presents an interesting graph show-
ing the increase over time in individuals’ perceived risk and disapproval
of marijuana use, as well as their corresponding decline in marijuana use
during the same period (while availability remained constant). The issue
raised is one of causality. Three hypotheses are possible: (1) increases in
perceived risk and disapproval led to the decline in marijuana use;

(2) changes in use led to changes in attitudes; or (3) changes in some
other factor or factors caused changes in both use and attitudes. Bachman
provides a series of analyses designed to resolve this issue by incorpo-
rating trend data along with individual-level, cross-sectional relationships.
These analyses are relatively simple, straightforward, and easy to follow.



The resulting conclusion is in favor of the first hypothesis; individual
attitudes about specific drugs seem to affect individual use of those drugs.

Repeated Measures Analysis of Variance

Although the designs of substance use prevention intervention studies
often are complex, the bottom-line questions about program effects often
boil down to a repeated measures analysis of variance (ANOVA) or
analysis of covariance. Many researchers learned the basics of this time-
honored approach in graduate school, but they may be a little rusty with
these procedures, may not appreciate their subtleties, or may not be aware
of the most recently raised issues. The chapter by Barcikowski and
Robey, who are noted experts on repeated measures, begins with the
basics of repeated measures designs and continues through more compli-
cated designs. Included in this chapter is a wealth of information sure to
be helpful to prevention researchers, such as how to detect and adjust for
violations of the sphericity assumption.

Statistical Power

Statistical power is an issue that many substance use prevention research-
ers feel they understand well-just obtain the largest N possible, and
power will be maximized. The chapter by Hansen and Collins reminds
us that there are other factors that go into power besides the number of
subjects at the outset of a study. For example, when subjects are lost to
attrition over the course of a study, a loss of statistical power can occur.
Hansen and Collins also point out that certain aspects of design under the
researcher’s control have a direct impact on effect size, which is one of
the factors determining power. Hansen and Collins discuss two general
strategies for increasing effect size: (1) increasing the size of the
difference between the treatment group means and any control group
means, and (2) decreasing variance. These authors share many useful
practical suggestions for increasing statistical power in the context of
prevention research.



Some Important Procedures Not Included in This Monograph

Of course, no monograph of this type can be comprehensive. Of the
many exciting statistical procedures that potentially can be of much use in
prevention research, only a few could be included in this monograph.

The prevention researcher interested in methodology may wish to look
into some of the procedures mentioned below.

Structural equation modeling is an exciting procedure that has gone from
being virtually unknown 20 years ago to being in almost routine use
today. This approach has been used extensively to test models of sub-
stance use onset and prevention. There are numerous issues in structural
equation modeling that are of interest to prevention researchers, such as
assessing goodness of fit (Bentler 1990; McDonald and Marsh 1990), and
models for multitrait, multimethod applications (Graham and Collins
1992; Marsh and Bailey 1991; Wothke and Browne 1990).

A related topic is growth curve models. This is a general term for meth-
odology that allows the user to develop and test models of individual
growth. Such models can be tested in the context of hierarchical linear
models (Bryk and Raudenbush 1992) and structural equation models
(McArdle and Hamagami 1991; Willett and Sayer, in press).

A notable omission from this monograph is an extensive discussion about
measurement of substance use and related variables. Measurement of
substance use is a complex and rich topic and easily could fill a mono-
graph alone. Most researchers have been trained in classical test theory
and feel most comfortable using factor analysis and evaluating scales
using Cronbach’s alpha. In recent years, there have been other
approaches developed that researchers potentially would be interested in.
For example, item response theory is a different perspective on measure-
ment that has been used successfully in many areas outside of standard
achievement testing situations (e.g., Wilson 1992). Under certain
conditions, item response theory allows the estimation of item parameters
that are independent of the exact sample upon which they are based.
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Often researchers measure substance use and related variables with
categorical variables, which means in most cases that data analysis is
going to involve contingency tables. Use of log-linear models (Agresti
1990) is a methodology for analyzing complicated multiway contingency
tables using a framework similar to the familiar ANOVA framework.
Latent class models, which are discussed in this monograph, are related to
log-linear models but involve latent variables.

CONCLUSION

In this monograph, the editors have attempted to assemble a collection of
chapters presenting innovative statistical methods to the substance use
prevention research community. The chapters are intended to be acces-
sible conceptual and technical introductions to each method rather than
complete tutorials. The editors hope that prevention researchers find the
monograph useful. The editors also hope that, in the short run, this
monograph helps increase the use of innovative statistical procedures in
prevention research, and that, in the long run, two-way communication
between the fields of statistics and substance use prevention research is
established to the benefit of both.
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Analysis With Missing Data in
Drug Prevention Research

John W. Graham, Scott M. Hofer, and Andrea M. Piccinin

ABSTRACT

Missing data problems have been a thorn in the side of prevention re-
searchers for years. Although some solutions for these problems have
been available in the statistical literature, these solutions have not found
their way into mainstream prevention research. This chapter is meant to
serve as an introduction to the systematic application of the missing data
analysis solutions presented recently by Little and Rubin (1987) and
others. The chapter does not describe a complete strategy, but it is rele-
vant for (1) missing data analysis with continuous (but not categorical)
data, (2) data that are reasonably normally distributed, and (3) solutions
for missing data problems for analyses related to the general linear model,
in particular, analyses that use (or can use) a covariance matrix as input.
The examples in the chapter come from drug prevention research. The
chapter discusses (1) the problem of wanting to ask respondents more
questions than most individuals can answer; (2) the problem of attrition
and some solutions; and (3) the problem of special measurement
procedures that are too expensive or time consuming to obtain for all
subjects.

The authors end with several conclusions:

¢  Whenever possible, researchers should use the Expectation-Maximi-
zation (EM) algorithm (or other maximum likelihood procedure,
including the multiple-group structural equation-modeling procedure,
or, where appropriate, multiple imputation, for analyses involving
missing data [the chapter provides concrete examples]);
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¢ If researchers must use other analyses, they should keep in mind that
these others produce biased results and should not be relied upon for
final analyses;

¢ When data are missing, the appropriate missing data analysis
procedures do not generate something out of nothing but do make
the most out of the data available;

*  When data are missing, researchers should work hard (especially
when planning a study) to find the cause of missingness and include
the cause in the analysis models; and

» Researchers should sample the cases originally missing (whenever
possible) and adjust EM algorithm parameter estimates accordingly.

INTRODUCTION

Missing data problems have been a thorn in the side of prevention re-
searchers for years. Although some solutions for these problems have
been available in the statistical literature for some time now, consumers
of statistical procedures, in general, and prevention researchers, in par-
ticular, generally have not reaped the benefits of these solutions. In large
part, drug prevention analyses have dealt with missing data problems in a
piecemeal fashion. A systematic solution to missing data problems,
which prevention work to date has lacked, has been viewed as something
that was at the very top of the second page of the priority list.

This chapter is meant to serve as an introduction to the systematic
application of the missing data analysis solutions presented recently by
Little and Rubin (1987) and others. The chapter does not describe a

complete strategy, but it is relevant for:

+ Missing data analysis with continuous (but not categorical) data;

14



* Data that are normally distributed, or at least close enough to
normally distributed that most critics would not complain too much
about it: and

*  Solutions for missing data problems for analyses related to the
general linear model, in particular, analyses that use (or can use)
a covariance matrix as input.

The chapter will deal with three missing data situations. The first is
omissions. The second is the problem of participant attrition. The third
is planned missing data, that is, data that are missing as a result of the
measurement strategy. In general, the discussion of these issues will be
conceptual and practical, rather than mathematical (see Little and Rubin
[1987] for mathematical treatments of these issues). Finally, the exam-
ples in this chapter come from drug prevention research, and most of the
points are made in this context. However, most of the points have
relevance in other research domains as well.

Before discussing the various forms of missing data, consider the philos-
ophy of missing data analysis. Analysis of data with missing values is
thought of more appropriately as a set of procedures for analyzing the
data one has, rather than for generating the data one does not have. The
missing data analysis procedures recommended here are reminiscent of
pairwise deletion (or pairwise inclusion) in the sense that they allow full
use of the available data, thereby allowing the most statistically powerful
analysis possible. The procedures recommended, however, provide
additional benefits that far exceed those of pairwise deletion.

OMISSIONS

Omissions are defined as missing data that occur within an otherwise
complete survey. In discussing omissions, a distinction is drawn be-
tween those that occur somewhere in the middle of the survey and those
that occur at the end. Various causes of missingness in both cases also
are discussed.

15



Internal Omissions

Internal omissions occur for various reasons. A subject simply may not
see a question. He or she may want to think about a question before an-
swering and simply forget to go back to the skipped question. A subject
may have trouble understanding the meaning of a question and may skip
it. Finally, a subject may not answer a particular question because he or
she is afraid of possible negative consequences of answering it or because
the question evokes negative feelings he or she does not want to
experience.

Failure To Complete the Survey

This type of omission simply means that the subject began the survey,
completed it up to a point, and then stopped responding. Assuming that
many subjects do finish the survey, the two main reasons for the failure to
complete it are lack of ability and lack of motivation. A subject may lack
the ability to finish because he or she is a slow reader or because the sur-
vey is in English and the subject is not a native English speaker. A sub-
ject may lack the motivation due to general rebelliousness or because

he or she feels it is appropriate to make a minimal effort.

ATTRITION

Attrition occurs when a subject is present for the intervention and for at
least one wave of measurement but is absent entirely for one or more
other waves of measurement. Various patterns of attrition are possible,
and each may possess unique problems and solutions. Consider the
example shown in table 1: An intervention is completed for seventh
graders, a pretest measure is taken at seventh grade, and posttest mea-
sures are taken on the same subjects at the eighth and ninth grades.

16



TABLE 1. Patterns of attrition

Is subject present for _ ?

Attrition

pattern 0, X5 0y 0,
| YES YES YES YES
2 YES YES YES no
3 YES YES no YES
4 YES YES no no
5 no YES YES YES

Some of the patterns shown in table 1 may be more of a problem than
others. For example, patterns 2 and 4 have in common the fact that the
subject leaves the measurement part of the research and is never heard
from again. This could be a problem in that the subject may have
dropped out of the study for reasons having to do with the main depen-
dent variable (i.e., drug use). With attrition patterns 3 and 5, this is less
of a concern in that later drug use may be used as a reasonable proxy for
earlier drug use.

Causes of Attrition

Researchers would like to think that the kind of attrition shown in table 1
is caused by a random process. As discussed in a later section, and as
many researchers believe at an intuitive level, data that are missing com-
pletely at random (i.e., the cause of missingness is a random process) are
a minor nuisance compared to data that are missing for nonrandom
reasons. Unfortunately, the cause of attrition probably is never a purely
random process.

There are numerous nonrandom causes of attrition that are completely

unrelated to the measurement: The subject is ill for the measurement
session; the subject cuts several classes, and this happens to be one of
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them; the subject drops out of school to earn money for the family or to
take care of a family member; the subject is suspended from school
(e.g., for fighting); the subject’s parents move away to take a new job in
another city; or the subject’s parents move around a lot for other reasons.

There also are several nonrandom causes of attrition that are directly re-
lated to the measurement: The student refuses to participate because

of general rebelliousness; the student refuses to participate due to diffi-
culty with the survey (e.g., he or she is a poor reader); the parents actively
withhold permission to participate due to concerns about invasion of
privacy; the parents passively fail to give permission due to procrasti-
nation; or the parents passively fail to give permission because they do
not care about what their child does.

Finally, there could be a nonrandom cause of attrition that is directly re-
lated to scores on the dependent variable itself. For example, students
who use drugs may be more likely to drop out of the study than are stu-
dents who do not use drugs. Fortunately, drug use may be a rather distal
cause of attrition, and some other variable (e.g., dismissal from school)
may be the more proximal cause. If this is the case, it may be possible to
find and measure the more proximal cause even though the drug use
measure is not available because of attrition.

Differential Attrition

Differential attrition has been thought to be one of the most serious
threats to the validity of intervention programs. Two definitions
of differential attrition are:

¢ People who drop out of the study have greater drug use at the posttest
than do those who stay, AND more people attrit from the program

group than from the control group; and

¢  Program by attrition status interaction with posttest drug use as the
dependent variable.
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Note that, in both definitions, it is posttest drug use that is relevant.
Unfortunately, when researchers have missing data for the posttest mea-
sure of drug use, they never can be certain whether there is differential
attrition or not. Procedures have been suggested for testing for differ-
ential attrition that involve using the pretest measure of drug use as a
proxy for posttest drug use (e.g., Biglan et al. 1987; Hansen et al. 1985).
However, even when the correlation between pretest and posttest drug
use is substantial (e.g., r = .60), pretest use may be a poor proxy for
posttest use. Although the jury is still out on these procedures, recent
work has suggested that the Biglan and colleagues (1987) and Hansen
and colleagues (1985) procedures may be useful in most cases if they
show no differential attrition using pretest drug use as a proxy (Graham
and Donaldson 1993). However, the procedures often may be misleading
when they suggest that there is differential attrition.

A study is described below showing that differential attrition is a serious
problem only when the cause of missingness is the posttest drug use vari-
able itself. When differential attrition is caused by some variable other
than the dependent variable, and when that variable is included properly
in the model, there is no bias due to attrition. This can be true even when
traditional complete cases analyses are performed.

PLANNED MISSING DATA

One of the most important features of planned missing data is that
researchers know what caused the missingness—they caused it. If re-
searchers assign subjects randomly to the various measurement con-
ditions, then they know that the cause of missingness is a random
process. The advantage of doing this will be discussed in a later
section.

The Three-Form Design

One of the biggest problems facing drug prevention researchers is that
there simply are too many questions to ask and not enough time to ask
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them. Models of prevention and prevention effectiveness necessarily are
complex (e.g., Flay and Petraitis 1991) and require the measurement of
many behavioral and psychosocial constructs. However, in many popu-
lations (especially adolescent populations), there simply is not enough
time to ask all of the relevant questions. Thus, researchers devise various
measurement plans to maximize the total number of questions asked
while maintaining a manageable number of questions for any individual.

One such measurement plan is the three-form design, which is depicted in
table 2 (Graham et al., submitted). Suppose a research team wants to
collect questionnaire data on adolescents in their area. They would like
to ask 130 questions, but the children will complete only about 100.

With the three-form design, each child receives only 100 items, but 130
questions still are asked overall.

TABLE 2. Three-form design

Answered question set?

X A B C

Form 1 YES YES YES no
Form 2 YES YES no YES
Form 3 YES no YES YES

There are two main advantages of the three-form design. First, one

can ask approximately 33 percent more questions overall while keeping
reasonable the number answered by any individual. Second, although no
subject has complete data for item sets X, A, B, and C (as shown in

table 2), at least one-third of the subjects respond to each pair of items.
Thus, good estimates of covariances can be obtained for all item pairs.
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Special Measurement Procedures

Another type of planned missingness has to do with special measurement
procedures. For example, in the Adolescent Alcohol Prevention Trial
(AAPT), Graham and colleagues (1989), Hansen and Graham (1991),
Hansen and colleagues (1988, 1991), and Rohrbach and colleagues
(1987) sought to measure the variables hypothesized to mediate pre-
vention program effectiveness (see figure 1). One of these key medi-
ating variables was the resistance skill of subjects receiving various
prevention curricula (including a resistance skills-training curriculum).

TIME 1 TIME 2 TIME 3

RESISTANCE
TRAINING

DRUG USE

NORMATIVE
EDUCATION

PERC%F;_TIONS
ACCEPTABILITY,

FIGURE 1. Process model

However, because the measurement procedure was rather extensive and
involved pulling subjects out of class individually, only a random one-
third sample of the subjects could receive the skills assessment. Drug use
and other related measures were collected for the full sample.

21



Test of the Interaction: ProgramxGrade of Intervention

One of the key questions for prevention researchers is: “What is the best
grade for an intervention?” As a means of answering this question, the
AAPT project was implemented fully at the fifth and seventh grades as
shown in table 3. Hypotheses regarding grade of intervention could be
tested easily with a posttest-only analysis (e.g., by treating posttest drug
use, say eighth-grade drug use, as the dependent variable and program,
grade, and the programxgrade interaction as the independent variables.

TABLE 3. Analysis by grade

Grade
of Grade 5 Grade 8
Panel program data? data?
1 5 yes yes
2 7 yes yes
3 5 yes yes
4 7 no yes

However, a stronger test of hypotheses involving grade of intervention
would include pretest drug use as a covariate. In the AAPT study, be-
cause some subjects received the program as fifth graders, it would seem
that fifth-grade drug use would be the most appropriate covariate. How-
ever, most subjects receiving the program in the seventh grade were not
pretested until the seventh grade and had no data for fifth-grade drug use.
Thus, if the analyses of covariance (ANCOVAs) were conducted based
only on students with complete data, no seventh graders from panel 4
would be involved, and the test of the key interaction would not be
possible without significant loss of power.
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CAUSES OF MISSINGNESS REVISITED

Many causes of missingness have been suggested in the examples given
above. When the cause of missingness is a random process, the problems
arising from the missing data are relatively minor and are mainly a matter
of statistical power. However, when the cause of missingness is not a
random process, the problems are more complex. Two general kinds of
nonrandom missing data mechanisms are discussed below: accessible
and inaccessible. Ways in which most causes of missing data can be
made accessible also will be discussed.

Accessible Missing Data Mechanisms

The missing data mechanism is accessible when the cause of missingness
has been measured and is available for use in the analysis (Graham and
Donaldson 1993). Although one never can know for sure whether the
mechanism is accessible, it is important to know that accessible, nonran-
dom mechanisms cause no bias when the cause of missingness is included
properly in the analysis. As discussed more fully below, analyses that
properly take the cause of missingness into account include: (1) use of
the Expectation-Maximization (EM) algorithm; (2) other maximum
likelihood procedures (e.g., the multiple-group structural equation-
modeling procedures described by Allison [1987] and Muthen and
colleagues [1987]); and (3) ANCOVA with complete data in certain
situations.

The term “accessible” is related to the term “ignorable” as used by Little
and Rubin (1987), except that the term “accessible” refers to the mechan-
ism per se, whereas the term “ignorable” refers to a combination of the
mechanism and the analysis used. For example, even when the cause of
missingness has been measured, the mechanism is not ignorable if the
cause is not used properly in the analysis. The term “accessible” em-
phasizes the importance of measuring the causes of missingness.
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Inaccessible Missing Data Mechanisms

The missing data mechanism is inaccessible when the cause of missing-
ness has not been measured or otherwise is unavailable for analysis
(Graham and Donaldson 1993). This is similar to Little and Rubin’s
(1987) term “nonignorable.” Again, however, the term “inaccessible”
refers to the mechanism itself, whereas Little and Rubin’s term refers to a
combination of the mechanism and the analysis used.

Inaccessible missing data mechanisms arise when the variable containing
the missing data itself is the cause of missingness. For example, the
mechanism would be inaccessible if the people who drop out of a drug
use prevention study do so because they currently are high-level drug
users.

Inaccessible mechanisms also can arise if another unmeasured variable is
the cause of missingness and that variable is correlated with the one con-
taining the missing data (e.g., posttest drug use). If the cause of missing-
ness is unrelated to the variable with missing data, then the cause
essentially is a random process with respect to the variable containing
missing data. (Keep in mind the fact that a variable can be correlated
with missingness on the posttest drug use variable and still can be
uncorrelated with posttest drug-use itself.) For example, general tran-
siency may be related to attrition and may be correlated with drug use.
On the other hand, a parent being transferred to another job will be
related to attrition but may not be correlated with drug use.

When the cause of missingness is inaccessible, there may or may not be
bias in the estimation of key parameters. For example, a recent study
(Graham and Donaldson 1993) showed that estimates of program effects
were substantially biased if there was differential attrition on the main
dependent variable and if that variable was the cause of missingness.

The study also showed that, even in the presence of substantial attrition
(caused by the dependent variable itself), the estimates of program effects
were unbiased if there was no differential attrition on the main dependent
variable.
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How Can One Know if the Mechanism Is Accessible?

Given the importance of being able to distinguish between accessible and
inaccessible missing data mechanisms, the natural question that arises is:
“How can one know if the mechanism is accessible or inaccessible?” The
answer, unfortunately, is that one cannot know. At least, one cannot
know about the mechanism if one collects no new data. However, there
may be several courses of action researchers can take.

One can assume that the mechanism is a random process (i.e., data are
missing completely at random). Although it never may be reasonable
to assume that data missing due to omissions or attrition are missing
completely at random, it often may be reasonable to assume that the
cause is a random process with respect to the dependent variable.

One can assume that the mechanism is accessible. Following Heckman
(1979), Dent (1988) described a procedure to determine how much of the
cause of missingness had been measured (also see Graham and Donald-
son 1993; Leigh et al. 1993). The procedure involves creating a missing-
ness dummy variable with the value of 1 if the variable of interest was
nonmissing and the value of O if the variable was missing. This missing-
ness variable then would be regressed on all other variables in the data
set. The linear combination of all other variables could be thought of as a
single variable representing the known causes of missingness and could
be included in all other analyses. In this way, biases from measured
causes of missingness would be controlled.

The main problem with this approach is that one still does not know
how much of the measurable cause of missingness has been measured.
In general, there are three possible causes of missingness: (1) measured
variables correlated with the variable containing the missing data, (2) un-
measured variables correlated with the variable containing the missing
data, and (3) variables that essentially are a random process with respect
to the variable containing the missing data. Suppose one discovers that
the first type of cause (measured variables correlated with variable of
interest) accounts for 20 percent of the variance in the missingness
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dummy variable. Although this is a rather substantial amount, it still is
not known whether the remaining 80 percent of the causes are of the
second or third type (unmeasured and correlated, or random processes).
In this situation, researchers must resort to making assumptions about the
causes of missingness.

Collect Additional Data. The best way to get around the problem of not
knowing about the mechanism of missingness is to collect additional data
from those with initially missing data (Graham and Donaldson 1993;
Little and Rubin 1987; Rubin 1987). If one can obtain measures from a
random sample of the cases originally missing, one has sampled and mea-
sured all causes of missingness. That is, the causes of missingness then
are accessible. If used properly in the analyses, this addition of cases
controls completely for all missing data biases. Using these data properly
in the analysis will be discussed further in the Analysis Possibilities
section, EM Algorithm subsection.

Most Causes of Missingness Are Measurable

Short of collecting additional data, one never can be certain about the
causes of missingness. Nonetheless, the better a researcher is able to
account for missingness, the stronger his or her argument that the
important causes of missingness have been measured and taken into
account is. In most cases, the cause of missingness should be
measurable.

Table 4 presents a set of possible measures for some of the major causes
of missingness discussed in this chapter. This is not meant to be an
exhaustive list, but it does provide a starting place for thinking about
measuring these important variables.
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TABLE 4. Possible measures of causes of missingness

Cause: Subject is a slow reader

Possible Measures:

e Standardized test scores from school records, especially reading scores
. What language do you usually speak at home?

. What language do you usually speak with your friends?

»  Grades

Cause: Subject lacks motivation to complete survey

Possible Measures:
*  Measures of general motivaton
*  Measures of motivation to complete the questionnaire

Cause: Subject is rebellious

Possible Measures:
»  Measures of rebelliousness

Cause: Parents move away/transiency

Possible Measures:

¢ How many schools have you attended since first grade?

»  How many times have you moved in the past 5 years?

»  How likely is it that next year, you will be in this school, or in the next higher school
in this school system?

Cause: Parents actively fail to give permission (are political activists, fear invasion
of privacy, etc.)

Possible Measures:

»  How bad is invasion of privacy?

e How bad do your parents think invasion of privacy is?

e Possible to get classroom teacher to ask questions such as these in general
classroom context (i.e., even those without permission may respond)

Cause: Parents passively fail to give permission (are procrastinators, couldn’t
care less about what their kids do or don’t do, etc.)

Possible Measures:

»  How much do your-parents care what you do?

»  Possible to get classroom teacher to ask questions such as these in general
classroom context

Cause: Child refuses to participate because of scores on the dependent variable

Possible Measures:

e How would your best friends react if you used drugs?

»  How would your parents react if they found out you used drugs?

«  Ifyou used drugs, and you said so on this questionnaire, how likely is it that your
friends wouldfind out?

e Ifyou used drugs, and you said so on this questionnaire, how Likely is it that your
parents would find out?
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ANALYSIS POSSIBILITIES

In this section, several possibilities for analysis with missing data will be
discussed. Some of the procedures employed in the past, as well as pro-
cedures that have emerged more recently, will be explored. A strong
stand is taken in this chapter on what should and should not be used for
analysis with missing data.

Mean Substitution

One of the most common forms of analysis with missing data involves
simply substituting the mean for the variable whenever a value is missing.
As illustrated in an example below, mean substitution can produce very
wrong estimates of variances and covariances. In general, substituting
the mean for the missing value has the effect of underestimating the
magnitude of both variances and covariances.

In short, mean substitution should never be used. Other procedures to be
described below are as easy, or easier, to use and are far more defensible.

Complete Cases Analysis

The advantage of analyzing only those cases with complete data is

that it is easy to do. For many procedures, analysis of complete cases
(i.e., listwise deletion) is the default option. If the cause of missingness
is a random process, there are no biases in such analyses. Under some
circumstances, there may be no biases even if the cause of missingness is
nonrandom, provided the nonrandom cause is accessible. For example,
consider a simple program evaluation ANCOVA model with program
and pretest drug use predicting posttest drug use. If there are missing
data only for the posttest drug use measure and, if the cause of miss-
ingness is pretest drug use, then the complete cases analysis is unbiased
for estimating the program effect (Graham and Donaldson 1993).
However, if the cause of missingness is nonrandom and unmeasured
(i.e., inaccessible), serious bias can occur with complete cases analysis.
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The greatest drawback with the complete cases analysis is loss of statis-
tical power. If the amount of missing data is substantial, one may have to
discard much data in order to have cases with complete data. In research
designs that call for planned missingness, for example, the three-form
design (see table 2), one simply cannot perform analyses involving all
sets of variables. In other designs (e.g., the process model in figure 1),
one may have to discard a large amount of relevant data to obtain com-
plete cases. Finally, for some designs, analysis with complete data
would produce a serious imbalance in the data and would make impor-
tant analyses impossible (e.g., see the analysis of grade by program
interaction shown in table 3).

Pairwise Deletion

The main advantage of analyzing by pairwise deletion (or pairwise
inclusion) is that one makes use of all the available data. Also, if the
cause of missingness is a random process, then analysis by pairwise
deletion produces unbiased estimates of each correlation. For example,
Graham and colleagues (submitted) have shown that pairwise deletion
provides unbiased estimation for analysis of the three-form design when
the only cause of missingness is a random process."

Although pairwise deletion may produce pairwise unbiased estimates of
covariances, there is no guarantee that the estimates will be matrixwise
unbiased. In other words, there is no guarantee that the resulting matrix
will be positive-definite, and if it is not, some analyses will not be pos-
sible. Furthermore, if the cause of missingness is nonrandom, pairwise
deletion does not provide protection from bias, even if the cause of miss-
ingness is included in the model. This point is illustrated in a later
section with an example of analyses with attrition.

Regression-Based Single Imputation
Another alternative for dealing with missing data is regression-based

single imputation. In this case, the variable containing missing data is
predicted by all other relevant variables to be used in the final model.
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The regression equation obtained for cases with data present is used to
predict the variable for cases with missing values. The predicted scores
are substituted (i.e., imputed), and analyses are conducted as if there were
no missing data.”

Although there is a good rationale for doing such analyses, there are some
drawbacks. First, the regression-based imputation procedure has a statis-
tical basis only with certain patterns of missingness called monotone
missing data patterns (Little and Rubin 1987). The missing data pattern
is monotone when the variables and cases can be organized in a way
similar to that depicted in table 5. That is, for every subject, if a variable
has a nonmissing value, then all variables to the left also have nonmissing
values. Also, for every subject, if a variable has a missing value, then all
variables to the right also have missing values.

TABLE 5. Monotone missing data pattern

Variable

Case A B C D
1 1 1 1 1
2 1 1 1 1
3 1 1 1 0
4 1 1 1 0
5 1 1 0 0
6 1 1 0 0
7 1 0 0 0
8 1 0 0 0

KEY: 0= Missing
1 = Nonmissing
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For missing data patterns that do not conform to the monotone pattern,
one can discard data to achieve the monotone pattern, but this can result
in a substantial loss of statistical power.

A second disadvantage of regression-based single imputation is that the
resulting variance estimates are negatively biased (i.e., smaller than they
should be). Covariance estimates also are negatively biased when vari-
ables are missing jointly. The problem of negatively biased variance
estimates can be understood as described below.

Suppose a regression equation is used to predict scores for data that are
nonmissing. Everyone knows that the regression equation does not
predict these known scores perfectly. Rather, each score is predicted with
some amount of error. That is, there is a component of variability in the
known scores that goes beyond the variability accounted for by the
regression equation.

So, why should any regression equation be expected to predict the
missing scores without error? In fact, this is the most serious problem
with single imputation: The missing scores are predicted without error.
That is, the component of variability (due to random error) is missing.
Thus, the total variability of scores is less than would be expected if they
were nonmissing. This point is explored further in the next section.

Multiple Imputation

There are two key parts to multiple imputation as described by Rubin
(1987): restoring error to the singly imputed values and performing the
error restoration multiple times. One way the error restoration could be
done follows. Suppose researchers have a situation with three variables,
X, X,, and Y. Further suppose that only Y contains any missing data.
For those subjects who have no missing data, the regression equation is:

Y = b0,+b1X1+b2X2+e (1)
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The degree to which the regression equation is not perfect in predicting
the nonmissing Y scores is described by the distribution of error terms, e.
It often is reasonable to assume that the distribution of error terms is
about the same for both the cases with and without missing data for Y.
Thus, the appropriate variability can be restored to the prediction of Y by
adding a randomly selected element of the distribution of e to the singly
imputed Y score.

There really is nothing multiple about this correction. The “multiple” in
multiple imputation comes from performing the sampling and addition of
error multiple times. Although the imputed scores (with the error added)
are expected to provide unbiased estimates of variances even if performed
just once, more precise estimates of the variances can be obtained by
performing the random draws multiple times. Rubin (1987) recommends
creating multiple full data sets, each with a different set of random draws.
He suggests that even two sets of random draws provide substantial
improvement in estimation.

The main disadvantage with multiple imputation is that it is a bulky pro-
cedure. In order to do the procedure, one must: (1) perform the basic
single imputation, (2) generate a distribution of residuals, (3) perform the
random selection of error terms (with replacement), (4) create a new data
set, adding errors to the singly imputed scores, and (5) perform the anal-
ysis of interest. For multiple imputation, one repeats steps 3-5 the desired
number of times. One must then (6) average the key parameter estimates
over the number of imputation steps.

Another limitation is that, if the multiple imputation procedure is based
on regression-based single imputation, a monotone missing data pattern
still is required. Alternatively, one could perform the single imputation
step (step 1, above) based on the EM algorithm (see next section). With
this approach, one would not be limited to monotone missing data pat-
terns. However, once a maximum likelihood estimate of the variance-
covariance matrix is obtained based on the EM algorithm, adding the
bulk of the multiple imputation procedure seems unnecessary.
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There certainly are situations in which the multiple imputation procedure
is superior to an EM algorithm designed to produce a covariance matrix.
One example is the analysis of difference scores. Still, when the analysis
to be done is based on a covariance matrix (or means and covariance
matrix), use of the EM algorithm to produce maximum likelihood
estimates of the covariance matrix seems preferable.

EM Algorithm

The EM algorithm (Dempster et al. 1977; Little and Rubin 1987)
achieves much the same result as multiple imputation in that it adds

an error component to the imputed values. With the EM algorithm,
however, the error is added to the sums of squares and cross-products
rather than directly to an imputed score. In this section, the operation of
the EM algorithm for the continuous variable case with covariance matrix
as output is described briefly. It is important to note different EM algo-
rithms are required for different kinds of analysis. However, because so
many common analyses can be performed with the covariance matrix as
input (e.g., anything involving the general linear model), this particular
version of the EM algorithm can be extensively useful.

For the Expectation (E) step of the EM algorithm, sums of squares and
sums of cross-products are collected. If the score for a particular variable
is present, the algorithm collects sums in the usual way. If the score is
missing, the algorithm uses the best estimate of the score (i.e., the singly
imputed value based on a regression involving all other variables).

Collection of sums of squares and sums of cross-products is straightfor-
ward if neither variable is missing or if just one variable is missing. If the
score is present for both of the two variables involved, sums of squares
and sums of cross-products are collected in the usual way. If one of the
two values is missing, sums of squares and sums of cross-products are
collected in the usual way except that the missing value is replaced by the
singly imputed score using all other variables as predictors.
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Finally, if both values are missing, the sums of squares and sums of
cross-products are collected in the usual way except that the scores are
replaced by the singly imputed scores, and a correction term is added.
For sums of squares, the correction term is the residual variance of the
variable after being predicted by all other variables in the model. For
sums of cross-products, the correction is the residual covariance between
the two variables after being predicted by all other variables in the model.
This concludes the E step.

The Maximization (M) step is very straightforward in this case. Based
on the estimates of sums of squares and sums of cross-products, one
calculates the means and covariance matrix.

The EM algorithm is an iterative procedure: The covariance matrix
generated at one iteration is used to generate b-weights, and the E step
(collecting sums of squares and sums of cross-products) is repeated using
the revised b-weights for prediction of missing values. The iterative
process continues until the changes in the covariance matrix from one
iteration to the next are deemed trivially small.

One clear advantage of the EM algorithm is that it handles virtually any
pattern of missing data (i.e., it is not restricted to monotone patterns of
missingness). Second, this version of the EM algorithm produces maxi-
mum likelihood estimates of the means and the variance-covariance
matrix. Third, the procedure is available in its general form in BMDP
AM (Dixon 1988; Frane 1988).*"

In practical terms, advantages of the EM algorithm are that (1) all param-
eter estimates are unbiased” and more efficient than other methods of
estimation (e.g., pairwise deletion);6 (2) the covariance matrix is positive-
definite (i.e., usable for all analyses requiring a covariance matrix as
input); and (3) it makes full use of all available data.

Disadvantages of the general implementation found in BMDP AM

include: (1) standard errors are not readily available; (2) even if they
were, one generally needs the standard errors for the analysis based on
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the covariance matrix, not for the variances and covariances themselves;
and (3) there is no method within BMDP AM to modify the results for
inaccessible (nonignorable) missing data mechanisms.

Hybrid Version of EM Algorithm: EMCOV.EXE

It is possible to write a hybrid version of the EM algorithm. One such
program is EMCOV.EXE (Graham and Hofer, unpublished manuscript).
The advantage of this program is its flexibility. For example, the pro-
gram can be modified easily to adjust the EM algorithm to account for
inaccessible missing data mechanisms (for a brief discussion, see the next
section; for additional details, see Graham and Donaldson [1993]).

It also is possible to revise the program for special missing data prob-
lems. For example, Graham and Hofer (1992) have revised the program
to handle missing data problems involving interactions. If the variables
making up the interaction have missing data, most procedures must throw
away data unless both variables are nonmissing. For some missing data
designs (the three-form design, for example), this could mean a
substantial loss of data and statistical power. With the hybrid EM
algorithm program, however, Graham and Hofer (1992) were able to
make use of all the available data and to obtain estimates of interaction
terms with smaller standard errors.

The disadvantage of this and other similar hybrid programs is that they
are not readily available. However, such programs are becoming more
available. The EMCOV.EXE program (Graham and Hofer, unpublished
manuscript) is available from the authors as a beta-test program. The
current version provides the correct solution for all situations (i.e., any
number of variables missing for each subject). An MS-DOS compatible
486 computer with math coprocessor is recommended. The program is
FORTRAN compiled with a DOS extender and can handle any number
of cases, variables, and missing data patterns, provided one’s computer
has sufficient memory. Four MB RAM may be sufficient for smaller
problems (in the neighborhood of 20-60 variables with N = 1,000), but
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8 MB RAM or more may be required for larger problems. Results
obtained are the same as those obtained from the BMDP AM program.

Adjusting the EM Algorithm Estimates for Inaccessible Missing
Data Mechanisms. The adjustment to the EM algorithm is applicable
in a theoretical sense to any missing data problems. However, in prac-
tical terms, it is best applied to the case of attrition where relatively few
variables have missing data. The example presented here examines the
case in which there are three variables-a program variable (Program),
pretest covariate (X), and posttest dependent variable (Y), with data
missing only for the dependent variable.

The correction begins with the collection of data from a random sample
of cases with previously missing data on the dependent variable. There
are three relevant samples. Sample 1 is the sample of cases having com-
plete data at the outset. Sample 2 is the small random sample of those
with initially missing data. Sample 3 is the sample of those for whom
posttest data are still missing. The main idea is that the data from sample
2 will be used to extrapolate to those in sample 3. The usual EM algo-
rithm would make use of all nonmissing data to extrapolate to those in
sample 3.

Although this correction is conceptually simple, it is computationally
complicated. If multiple imputations were being performed, it would be
a simple matter to use the sample 2 data to impute values for those in
sample 3. However, because the EM algorithm computes the covariance
matrix directly for the entire sample, a simpler computational solution
must be found.

The computational solution is based on the prediction of scores in sample

2 using the regression equation from sample 1. As described in Graham
and Donaldson (1993), the first equation is:

Iy

Y"= b;+b, Program +b,X (2)
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where by, b;, and b, are the intercept and b-weights derived in sample 1.
These predicted scores (¥ ’Ythen are compared to the actual scores in
sample 2. Without going into detail here, the correction to be applied to
the EM algorithm comes from the regression of the actual scores in
sample 2 on these predicted scores:

Y*=b *+b*7"

where ¥* iis the estimated score in sample 2, ¥ is the predicted score
based on the regression equation from sample 1, and b,* and b,* are the
intercept and regression weight from that regression analysis.

At the point in the EM algorithm where one must use the best guess of
the missing value, one estimates the value in the usual way but adjusts the
estimate by multiplying by b,;* and adding b,*.

A General Solution for Estimating Standard Errors:
Bootstrapping

A general solution for the problem of estimating standard errors is
bootstrapping (Efron 1982). Bootstrapping begins with the assumption
that the data sample is a random sample of the population. If this is true,
then a random sample of cases from the original sample (with replace-
ment) also is a random sample of the population. Furthermore, the
standard deviation for any given parameter estimate across several such
new samples is an estimate of the standard error for that parameter
estimate.

The bootstrap procedure is outlined as follows:

1. Estimate the variance/covariance matrix using the EM algorithm
(e.g., BMDP AM or EMCOV.EXE).

2. Use some statistical package (e.g., LISREL, SAS) to perform the
analysis of ultimate interest based on the EM covariance matrix.
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3. Do the following 50 times (or 20-1,000 times depending on precision

required for hypothesis-testing):

a.  Sample cases with replacement from the original data set
to obtain a new data set with the same N as the original,

b. Obtain the EM algorithm estimated covariance matrix
(e.g., BMDP AM or EMCOV .EXE),

c. Analyze covariance matrix (with LISREL, SAS, etc.) to obtain
parameter estimates of interest, and

d. Save parameter estimates.

4. The standard deviation obtained for each parameter estimate over the
50 data sets is an estimate of the standard error for that parameter
estimate.

The DOS, BASIC, LISREL, and EMCOV.EXE (and BMDP AM) code
necessary to perform a simple bootstrap can be obtained from John
Graham.

Multiple-Group Structural Equation-Modeling Procedure

An alternative to the EM algorithm is the use of multiple-group structural
equation-modeling analyses. These analyses have been outlined recently
by Allison (1987), Joreskog and Sérbom (1989), Muthen and colleagues
(1987), and others. When the data are missing completely at random, or
when the cause of missingness has been measured and is included in the
model, this procedure gives maximum likelihood estimation for most
models that can be estimated in LISREL or comparable programs.

The procedure makes use of the multiple-group capabilities of LISREL
(or comparable programs). One divides the data into groups correspond-
ing to each distinct missing data pattern and creates a covariance matrix
and vector of means for each group. For groups with missing data, the
input covariances and means involving a missing variable are set to 0,
and input variances are set to 1.
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The basic idea of the procedure is that parameters are estimated based on
all data that are available for that parameter. All latent-variable variances,
covariances, and regressions are constrained to be equal across groups. If
the relevant variable is nonmissing, then factor loadings and residuals are
estimated and constrained to be equal across groups. If the relevant vari-
able is missing for a particular group, then all factor loadings and residual
variance and covariances corresponding to that variable are not estimated
in that group; factor loadings and residual covariances are fixed at 0 and
residual variances are fixed at 1. The control statement for running a
simple LISREL VI or VII program can be obtained from John Graham.

For models based on manifest variables only, this procedure gives results
that are the same as those given by the EM algorithm (EMCOV.EXE or
BMDP AM). For latent-variable models, the results from this procedure
and the EM algorithm are very similar (both unbiased) but, as might be
expected, the estimates based on the multiple-group procedure are very
slightly more efficient (i.e., have lower standard errors).

Two clear advantages of using this procedure over use of the EM
algorithm are (1) that one can analyze directly the model of ultimate
interest, and (2) that, as a byproduct of the analysis, correct standard
errors routinely are obtained for the model of ultimate interest.

One disadvantage of the multiple-group procedure is that it can be
extremely tedious. One look at the LISREL control statements shows
that this is not a procedure for the faint of heart. In fact, the procedure
may be useful only for those with considerable LISREL experience.

A second disadvantage is that there may be a practical upper limit to the
number of different patterns that can be analyzed. For example, the
already bulky procedure becomes unwieldy when the number of different
patterns or groups gets larger than four or five (however, such analyses
have been conducted with as many as 24 groups, and others have
reported using the procedure with even more groups). Also, there is a
lower limit to the number of cases present for each pattern: There must
be more cases within each group than there are variables. One result of
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these two problems is that data often must be discarded when using this
procedure in order to meet the sample size requirements. Although the
amount of data to be discarded generally is small, it could be a deciding
factor in choosing this procedure.

There also are some limitations in the kinds of missing data patterns that
can be handled by this procedure. For example, for the analysis of the
program by grade interaction presented in table 3, the group containing
missing data on fifth-grade drug use had no variability for any variables
relating to grade of intervention, including the key programxgrade
interaction. Because all variables relating to grade of intervention were
defined only in the total sample, the multiple-group procedure did not
work, whereas the EM algorithm worked well.

Finally, in the multiple-group procedure, there is no way to adjust for
inaccessible (nonignorable) missing data mechanisms.

EXAMPLE ANALYSES

Analysis of Three-Form Design

The first example, taken from Graham and colleagues (submitted), is a
simulation involving analysis of the three-form design. For this example,
there were two simulated variables with no missing data (drug use 1 and
drug use 2) and three others simulating data from the three-form design.
A master data set with no missing data was generated with these five
variables (N = 500). Data then were removed completely at random
from the three-form design variables such that exactly one of the three
variables had missing data for each subject. This random deletion of data
was performed 20 times, producing 20 data sets with missing data.

The covariance matrix for the five variables then was reproduced in the
20 data sets. Five different analysis methods were used: EM algorithm,
pairwise deletion, mean substitution, single imputation (based on the EM
algorithm), and multiple imputation (also based on the EM algorithm).
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For the simulation, all variances for the master data set were around 1.0,
and all covariances were positive, ranging from .36 to .70.

The results for the simulation appear in table 6. The values in table 6 are
deviations from the actual values obtained in the analysis of the master
data set containing no missing data (deviations are averaged over all
variances and over all covariances). If the estimation procedure is unbi-
ased, the mean of the estimate of each variance and covariance element
over the 20 data sets should be very close to the parameter value esti-
mated in the master data set with no missing data. A positive deviation
means that the estimate is too high (i.e., positively biased); a negative
deviation means that the estimate is too low (i.e., negatively biased).

EM Algorithm. The analysis by EM algorithm was performed using
EMCOV.EXE, the hybrid EM algorithm program; the same results
were obtained using BMDP AM. Details regarding the program can be
obtained elsewhere (Graham and Donaldson 1993; Graham et al., sub-
mitted) or by writing to John Graham. The EM algorithm performed
very well, producing the least biased and most efficient estimates.’

Pairwise Deletion. In this example, pairwise deletion performed nearly
as well as the EM algorithm. The variance and covariance elements were
estimated virtually without bias (on average), and the standard errors for
the estimation were only slightly higher than those obtained with the EM
algorithm. However, the lack of bias in this example is due to the fact
that the data were missing completely at random. In addition, despite the
fact that there is very little bias with pairwise deletion, there is no
guarantee that the matrix itself will be positive-definite.

Mean Substitution. It should be very clear from this simple example

that mean substitution is the worst of the analysis options. Both variance
and covariance elements were seriously negatively biased.

41



Table 6. Results for three-form design simulation

Mean deviations from true parameter values
Cause of missingness: Random process

Estimation procedure

pair- single mean mult
EM wise imp reple avg
Variances .001 .002 -.201 -310 -.015
Covariances .002 .002 .002 -.185 -.000
Average
Standard
Error .037 .045 .036 .025 .040

KEY: EM = EM algorithm; Pairwise = pairwise
deletion (inclusion); Single imp = single imputation
(based on EM algorithm); mean replc = mean
replacement; mult avg = average of 5 multiple
imputations.

Single Imputation. The single imputation procedure was included here
to illustrate the problem with variance estimates. These single imputa-
tions were produced as a byproduct of the EMCOV.EXE program, not
based on simple regression. In fact, because data from the three-form
design do not conform to the monotone missing data pattern, performing
regression-based single imputation would not be appropriate.

The results for single imputation were identical to the EM algorithm for
covariance estimates (in this example, covariances were estimated in the
same way for the two approaches). As expected, however, the variance
elements were estimated with serious negative bias.
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Multiple Imputation. Multiple imputation began with the single
imputation described in the previous section. As a byproduct of the

EMCOV.EXE program, singly imputed values are output along with

a vector of residuals for each variable. For each missing score, one
element from the distribution of residuals for that variable was sampled
(with replacement), thereby restoring variability to the estimate of the
sums of squares (and, hence, the variance). This process was repeated
five times. The entries in table 6 are average parameter estimates over the
five replications of this process.

The results show that the multiple imputation procedure provided esti-
mates that were approximately equal to those obtained with the EM
algorithm. The multiple imputation estimates were about equally
unbiased, with only slightly larger standard errors.

Examples of Analyses To Deal With Attrition

The attrition example is taken from Graham and Donaldson (1993),
where additional details of the study may be found. In this example, data
were simulated from a simple drug prevention analysis as shown in figure
2. There were no missing data on pretest drug use or on the program
variable, but some data were missing for the posttest drug use variable.

A master data set was generated with no missing data. The relationships
between variables were modeled after actual drug prevention data. The
correlation between pretest and posttest drug use was r = .60, and the
correlation between the program variable and posttest drug use simulated
a modest program effect, r = -.10. The correlation between the program
variable and pretest drug use was nearly 0, r = .03.

From the master data set (N = 500), missing data were generated for
the simulated posttest drug use variable producing the following four
patterns: (1) differential attrition caused by pretest drug use (i.e., an
accessible missing data mechanism); (2) differential attrition caused by
posttest drug use (i.e., an inaccessible missing data mechanism); (3) no
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Program

(v1)

Drug Use 1
(v2)

FIGURE 2.  Simple attrition model

differential attrition, missingness caused by pretest drug use (i.e., acces-
sible); and (4) no differential attrition, missingness caused by posttest
drug use (i.e., inaccessible).

Twenty different data sets were generated for each of the four attrition
patterns. All data sets were analyzed by standard complete cases analyses
and with the EM algorithm (the hybrid EMCOV.EXE program was
used). The standard complete cases analyses were zero-order correlation
analysis and ANCOVA with posttest drug use as the dependent variable
and pretest drug use as the covariate. For the EM algorithm, the same
two analyses were repeated but were based on the EM algorithm
estimates of the covariance matrix.

For cell (2) of the design (inaccessible missing data mechanism, differ-

ential attrition), the data also were analyzed using a correction to the EM
algorithm. The details of the correction appear in Graham and Donaldson
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(1993). In brief, the cases originally missing were randomly sampled,
and the data were restored for this random sample. Then, rather than
using the regression equation in the original sample to predict scores for
the missing cases, the regression equation in the random sample was used
to predict missing scores for cases with data still missing.

The results for the correlation analyses appear in table 7. As shown,
there are no biases for the correlation associated with prevention program
effects if there is no differential attrition. This is true even with an
inaccessible missing data mechanism.

When there is differential attrition and an accessible mechanism, the stan-
dard zero-order correlation analysis based on complete cases is biased
because it does not take the cause of missingness into account. In this
same situation, the zero-order correlations based on the EM algorithm are
unbiased.

When there is differential attrition with an inaccessible missing data
mechanism, both standard complete cases and EM algorithm analyses
produce biased estimates of program effects. However, note that the
correction to the EM algorithm based on a random sample of previously
missing cases produces an unbiased estimate of the correlation
corresponding to the program effect.

The results for the ANCOVA appear in table 8. As with the zero-order
correlation analyses, there are no biases for the regression weights associ-
ated with prevention program effects if there is no differential attrition.
This is true even with an inaccessible missing data mechanism.

When there is differential attrition and an accessible mechanism, the
regression coefficient based on complete cases is not biased because it
does take the cause of missingness into account. In fact, in this particular
situation (missing data only for posttest drug use), the complete cases
ANCOVA analysis is equivalent to the analysis based on the EM
algorithm.
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TABLE 7. Attrition study: Program effect results based on correlation

coefficients
Deviations from actual values
(standard errors in parentheses)
Missing data mechanism
Accessible Inaccessible
Differential
attrition
Complete EM Complete EM EM,
Yes -0.09 0 -0.16 -0.11 -.01
(.01) (.01) (.01) (.00) (.01)
No -0.02 0 -.00 -.00
(.01) (.01) (.01) (.01

KEY: Complete = listwise deletion; EM = EM algorithm;
EM_ = correction to the EM estimates based on the sample
of previously missing cases.

SOURCE: Graham, J.W., and Donaldson, S.I. Evaluating
interventions with differential attrition: The importance
of nonresponse mechanisms and use of follow-up data.
Journal of Applied Psychology 78:119-128, 1993;
Copyright (1993) by the American Psychological
Association. Reprinted by permission.
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TABLE 8.  Attrition study: Program effect results based on ANVCOVA

(betas)
Deviations from actual values
(standard errors in parentheses)
Missing data mechanism
Accessible Inaccessible
Differential
attrition
Complete EM Complete EM EM,
Yes 0 0 -0.25 -0.25 -.01
(.01) (.01) (.01) (.01) (.03)
No -0.01 -0.01 -.00 -.00
(.01) (.01) (.02) (.02)

KEY: Complete = listwise deletion;, EM = EM algorithm;
EM, = correction to the EM estimates based on the sample
of previously missing cases.

SOURCE: Graham, J.W., and Donaldson, S.I. Evaluating
interventions with differential attrition: The importance
of nonresponse mechanisms and use of follow-up data.
Journal of Applied Psychology 78:119-128, 1993;
Copyright (1993) by the American Psychological
Association. Reprinted by permission.
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When there is differential attrition with an inaccessible missing data
mechanism, both standard complete cases ANCOVA and ANCOVA
based on the EM algorithm produce biased regression estimates of
program effects. However, as with the zero-order correlation analysis,
the correction to the EM algorithm based on a random sample of previ-
ously missing cases produces an unbiased estimate of the regression
weight corresponding to the program effect.

Followup to Attrition Study. In order to illustrate the fact that pairwise
deletion is not a general solution to missing data problems, one cell of the
previous attrition study was reanalyzed. In particular, the cell with differ-
ential attrition and accessible missing data mechanism was examined.
Table 9 presents the results of this brief simulation in which five new data
sets were generated with differential attrition and the accessible missing
data mechanism. The data sets were analyzed with standard complete
cases analyses (i.e., listwise deletion), the EM algorithm, and pairwise
deletion.

As before, the complete cases correlation for the program effect is biased.
However, the complete cases estimate of correlation R;, also is substan-
tially biased, and this produces an unbiased estimate of the regression
weight corresponding to the program effect. Also as before, all corre-
lation and regression estimates based on the EM algorithm are unbiased.
Finally, the estimates corresponding to program effects based on pairwise
deletion are seriously biased both for the correlation analysis and the
ANCOVA analysis.

Analysis of the Process Model

The analysis of the process model will be used to illustrate the utility of
the multiple-group structural equation-modeling procedure (e.g., Allison
1987) with empirical data. In this case, there were 1,977 cases with com-
plete data for pretest drug use (seventh grade), program variables, process
data relating to the normative education curriculum, and posttest (eighth
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TABLE 9. Attrition study: Comparisons of estimates based on various
procedures

Mean deviations
from true parameter values
(accessible missing data mechanism)

Estimation procedure

True EM
pairwise listwise
R21 -.025 .000 .000 -.175
R31 -.096 -.009 -.108 -.108
R32 598 -.008 -.006 -.006
bl -.18 -.021 -.241 -.021
b2 .596 -.007 -.006 -.007

grade) drug use. However, there were only 925 cases for the immediate
posttest measure of behavioral resistance skills. Thus, a complete cases
analysis of the entire process model was undesirable because it would
produce a substantial loss of statistical power for certain parts of the
model and would be based on a rather small subset of the total sample.
Because there were just two major patterns of missingness, the multiple-
group procedure would be ideal for analysis with missing data. The
annotated control statements for running the appropriate LISREL model
can be obtained from John Graham.

The process model tested is shown in figure 1. The results for complete
cases analysis and analysis using the multiple-group procedure are pre-
sented in table 10. It can be seen by inspection of table 10 that results
for the parts of the model not related to the resistance-training measure
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TABLE 10. Results of process model with complete cases and multiple-

group LISREL procedure
Cause RT RT NORM NORM NORM
Effect: Behav Alc3 NotOK Prev Alc 3
Complete b 0.297 0.122 0.116 -0.27 -.036
Cases SE 0.05 0.049 0.05 0.056 0.049
N=925 z 5.94 2.48 2.34 4.92 0.73
Allison b 0.299 0.098 0.159 -0.25 -.024
Procedure SE 0.05 0.033 0.034 0.037 0.032
+N= 1052 z 5.98 2.99 4.69 6.8 0.73
Cause Behav NotOK Prev
Analysis Effect: Alc 3 Alc 3 Alc 3
Complete b -0.082 -0.199 0.108
Cases SE 0.032 0.033 0.029
N =925 Z 2.58 6.09 3.71
Allison b -0.075 -0.209 0.097
Procedure SE 0.03 0.021 0.019
+N=1052 z 2.47 9.77 5.00

KEY: RT = resistance training program dummy variable;
NORM = normative education program dummy variable;
Behav = measure of resistance skills; NotOK = beliefs about
acceptability of adolescent alcohol use; Prev = perceptions of
adolescent drug use prevalence; Alc 3 = alcohol use at time 3
(8th grade).
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are rather different for the complete cases and multiple-group procedures.
Note that the parameter estimates are comparable for the two procedures
but the standard errors for the multiple-group procedure are considerably
smaller for parameters not directly involving the measure of behavioral
skills. Z-values for these estimates are shown in bold in table 10.

Note that the parameter estimates and standard errors for parameters
directly involving the measure of behavioral resistance skills are virtually
unchanged for the two models. This makes sense in that these estimates
are based on the smaller sample size (N = 925). Also note that the param-
eter estimate, NORM --> ALC 3, was not significant for the complete
cases analysis (N = 925) and also was not significant when the remaining
data were added, bringing the effective sample size to N = 1977.

Substantive Conclusions. The data for this example come from the
AAPT study (Hansen and Graham 1991). Based on these analyses, it is
reasonable to conclude that the normative education (NORM) curriculum
had significant effects on the mediating variables: perceptions of preva-
lence of peer drug use and perceptions of acceptability of peer alcohol
use. In turn, these mediating variables have a significant effect on
alcohol use at the eighth grade (all analyses controlled for alcohol use at
seventh grade). That is, there was a significant indirect effect of the
NORM program on eighth-grade alcohol use, which was mediated by
perceptions of prevalence and acceptability of peer alcohol use.

The resistance training (RT) curriculum had a significant effect on the
mediating variable, behavioral resistance skills, which in turn had a
modest but significant effect on eighth-grade alcohol use. There was a
significant indirect effect of the RT program on eighth-grade alcohol use,
which was mediated by behavioral resistance skills. However, there also
was a significant, direct, counterproductive effect of the RT program on
eighth-grade alcohol use. Although there is no firm evidence to explain
this direct effect, Donaldson and colleagues (submitted) have shown that
the effect could be due to the unexpected effect of RT increasing
perceptions of peer prevalence of drug use offers.
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Analysis of Program by Grade of intervention Interaction

The missing data problem with the analysis of the program by grade
interaction was introduced in table 3. In the AAPT study (Hansen and
Graham 1991), programs were implemented in the fifth and seventh
grades. One of the main questions of interest was whether the programs
would have greater effectiveness when implemented earlier or later. One
hypothesis was that it is best to intervene in the seventh grade, when
students are beginning to feel strong pressures to use various substances.
On the other hand, one of the key curricula, normative education, was
designed to demonstrate to young adolescents that using drugs at their
age is not as common as most kids believe. One might suppose that such
a curriculum would be more effective in the fifth grade, when substance
use is very low, than in the seventh grade, when at least some adolescents
have begun using drugs. It was an easy matter to do a posttest-only
analysis of variance using grade, program, and the gradexprogram
interaction as effects. The results for the posttest-only analysis are
presented in table 11.

Unfortunately, the more sensitive (and, perhaps, more appropriate)
ANCOVA could not be used because there was no generally appro-
priate pretest measure of drug use that could be used as a covariate in the
ANCOVA. The fifth-grade measure of drug use was available for those
receiving the program as fifth graders, and the seventh-grade measure of
drug use was available for those receiving the program in the seventh
grade. However, these two measures were not equivalent and could not
be used as a single covariate (i.e., pretest use) in the same analysis. If
complete case analysis were used, either fifth graders only or seventh
graders only would be used. This obviously was no solution.

Fortunately, the authors did include pretest measures at the fifth-grade
level for one of the two cohorts receiving the program in the seventh
grade (see panel 2 in table 3). However, even with this, if complete cases
analysis were used, it would mean discarding data for one entire cohort of
subjects receiving the program as seventh graders (120 classrooms). This
could bias an interpretation and would reduce statistical power.
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TABLE 11. Analysis of variance

Dependent variable = 8th-grade alcohol use

Pre-post
Posttest EM
Source only algorithm
z p V4 p
Alc5 - - 3.68 .0001
Pub5 Sl ns .92 ns
Pub7 .05 ns 61 ns
PYear 1.55 12 .85 ns
NORM -1.78 .08 -1.98 .048
PYear*NORM .07 ns -.42 ns
RT -.03 ns .14 ns
PYear*RT -.82 ns -53 ns
NORM*RT -90 ns -1.14 ns
PYear*norm*rt -.20 ns .09 ns

KEY: N =420 classrooms. Alc5 = alcohol use at 5th grade;
Oub5 = public (1) versus private (-1) schools (5th-grade
interventions); Pub7 = public (1) versus private (-1) schools
(7th-grade interventions); PYear = grade of intervention
(7th = 1, versus 5th = -1); NORM = NORM (1) versus
NoNORM (-1); RT =RT (1) versus NoRT (-1).
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One would think that the multiple-group structural equation-modeling
procedure would be ideal for this missing data problem in that there were
two missing data patterns-those with the fifth-grade pretest and those
without it. Unfortunately, because missingness was partially confounded
with grade of intervention, the group containing missing data had no
variability for the grade of intervention variable.

The solution used here is the EM algorithm. Although missingness was
partially confounded with grade for the multiple-group analysis, grade of
intervention was well defined for the sample as a whole. EMCOV.EXE,
the hybrid EM program, was used for this problem; BMDP AM also
would perform well for this type of problem.

The results for the EM algorithm also appear in table 11. For the post-
test-only analysis, the program NORM had only a marginally significant
effect on eighth-grade alcohol consumption. However, for the ANCOVA
using pretest as a covariate, this effect reached statistical significance.
Note that none of the interactions involving grade of intervention even
approached statistical significance. One can conclude from these findings
that: (1) the NORM program has a modest effect on reducing or delaying
the onset of alcohol use, (2) the RT curriculum has no overall effects, and
(3) fifth- or seventh-grade interventions are equivalent.

The third result should be modified, however, in that those receiving the
program in the fifth grade also received a one- to three-session booster in
the seventh grade. Thus, the conclusion to be reached here is that receiv-
ing the program in seventh grade only is as effective as receiving the
program in the fifth grade with a seventh-grade booster.

DISCUSSION

A cross-section of missing data problems has been presented in this
chapter. Omissions within a survey, attrition from whole waves of
measurement, and planned missingness have been discussed. All of these
problems are encountered routinely in drug prevention research.
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Attrition Solutions

Two approaches to solving the problem of attrition, perhaps the most
insidious problem discussed in the drug prevention literature, were pre-
sented. The first solution is to plan the research with attrition in mind,
identifying the likely causes of attrition and measuring as many of them
possible. If one can include these causes in the analysis, biases associated
with attrition can be minimized or eliminated.

The second solution to the problem of attrition is to collect data from a
sample of those initially missing. This type of solution may be difficult
to implement but may be cost effective in the long run. For some kinds
of prevention studies, studies involving parents or other adults, for
example, experience shows that the sampling procedure can be
successful. For studies involving adolescents, however, use of this
procedure may present more of a challenge.

General Missing Data Analysis Solutions

Two general solutions for analysis with missing data, the EM algorithm
and a multiple-group structural equation-modeling procedure (e.g., Alli-
son 1987), were discussed. For analysis of continuous data, especially
analyses that can be based on a covariance matrix, one of these solutions
always should be used.” The EM algorithm theoretically is applicable to
any missing data problem. In practical terms, however, its ready avail-
ability is limited currently to BMDP, which may not be widely available.
However, other versions of the EM algorithm (e.g., EMCOV.EXE) are
becoming more readily available. Also, current implementations of the
EM algorithm do not allow for special problems, such as adjusting the
EM estimates for inaccessible missing data mechanisms. The other
drawback noted for the general EM algorithm is that correct standard
errors are not computed for the parameter estimates of ultimate interest.
Fortunately, one can use bootstrapping procedures (Efron 1982) to obtain
these standard errors for any problem.
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The multiple-group structural equation-modeling solution (e.g., Allison
1987), is an excellent procedure when it is applicable. The main advan-
tages of the procedure are (1) that it provides unbiased and statistically
powerful estimates of the model of ultimate interest, and (2) that it
provides good estimates of the standard errors for these model param-
eters. Because of the practical and statistical limitations on the number of
missing data patterns that may be present, this procedure often involves
discarding a small amount of data. However, experience shows that this
loss of data is unimportant compared to the gains that can be made.

Statistical Power

Whenever a researcher has missing data, there are important statistical
power issues to be considered. It has been mentioned throughout this
chapter that one of the advantages of using the EM algorithm or multiple-
group structural equation-modeling procedures is that one makes full use
of data that are available. This means that, compared to analyses using
only complete cases, one can estimate certain parameters with greater
statistical power.

This point was made most clearly in the example of analysis of the
process model of prevention program effects (see figure 1 and table 10).
Compared to analyses with complete cases, statistical power was boosted
substantially for several parameter estimates that were not related to the
missing variable.

On the other hand, this same example illustrated very well that these
missing data procedures do not give something for nothing. The results
in table 10 showed that there was no gain in statistical power for param-
eter estimates relating directly to the variable with missing data.

Statistical power also is a particularly important issue when research
plans specify missing data patterns. For example, although the advantage
of using the three-form design is that one can collect data for additional
variables without placing too much of a burden on any individual respon-
dent, researchers who use this approach should bear in mind that they are
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giving up statistical power. With the three-form design (see table 2),
correlations between variables within the same block of items are esti-
mated with only two-thirds of the total sample. Correlations between
variables across blocks of items are estimated with only one-third of the
total sample. Researchers should carefully weigh the loss of statistical
power associated with this measurement plan. In most cases, a researcher
will have ample power even with a one-third sample. However, for

certain key analyses, this could be totally unacceptable.

Limitations

This chapter has not discussed all missing data problems nor presented
all solutions. Several important procedures available for dealing with
missing data in the continuous variable situation probably were omitted.
The authors hope that readers will forgive these omissions. In addition,
procedures for categorical data analysis with missing data were presented.
Although this certainly is an important area, it is one that goes beyond the
scope of the present chapter. Others who have discussed solutions to this
problem recently include Little and Rubin (1987), MacKinnon and
Graham (1993), Muthen and colleagues (1987), and Rindskopf (1992).

Points To Remember

There are several points made in this chapter that should be
reemphasized:

1. Whenever possible, use the EM algorithm (or other maximum
likelihood procedure, including the multiple-group structural
equation-modeling procedure or, where appropriate, multiple
imputation) for analyses involving missing data.

2. If other analyses must be used, keep in mind that they produce biased
results and should not be relied upon for final analyses. Recom-
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mendations regarding the use of other procedures for preliminary looks at
the data include:

a. Never use mean substitution, even for preliminary analyses.

b. With minimal missing data, analysis of complete cases may be a
reasonable solution.

c. If data are missing completely at random, pairwise deletion or
complete cases analysis may be a reasonable solution.

d. If data are not missing completely at random and the cause of
missingness has been measured, complete cases may produce
unbiased estimates, although it is a generally less powerful
approach than the EM algorithm or multiple-group procedure.

3. When data are missing, missing data analysis procedures do not
generate something out of nothing. Missing data analysis procedures
do make the most out of the data available, maximizing precision of
estimation and eliminating biases.

4,  When data are missing, work hard to find the cause of missingness
and include the cause in the analysis model. When planning a study,
think about what the causes of missingness are likely to be and obtain
measures for as many causes as possible.

5. Ultimately, one can never know whether the cause of missingness is

fully accessible. So, one solution is to sample the cases with missing
data and adjust EM algorithm parameter estimates accordingly.”

NOTES

1. Note that, in actual practice, one would expect some amount of
nonrandom missingness to be superimposed over top of the random
missingness due to the three-form design.

2. Because the missing values are imputed and not real, the standard
errors for these analyses will be lower than they should be. In these
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cases, other methods (e.g., using bootstrap procedures) must be used
to obtain proper estimates of the standard errors.

A general version of the EM algorithm also should be available with
the next release of SYSTAT.

There also is a general version of the EM algorithm available within
the Gauss program. However, this may be even less accessible than
BMDP. Although the Gauss program undoubtedly will prove to be a
very good program, the authors are not prepared to comment on it
further at this time.

This is true if the causes of missingness are random processes or if
they are accessible and are included properly in the analysis.

By “more efficient,” the authors mean less variability around the true
parameter value. Other approaches may yield less variability (i.e.,
lower standard errors) around biased parameter estimates.

One should be careful in this step to make use of a randomizing
procedure that provides a good approximation to true random
selection. The simplest approaches (e.g., using the RANDOMIZE
TIMER function in BASIC) are known to be flawed. Results based
solely on this randomizing procedure will produce standard errors
that are incorrect to an unknown degree.

Again, by “most efficient,” the authors mean the least variability
around the true parameter value. Some of the values for average
standard error shown in table 6 are smaller than those shown for the
EM algorithm. However, these figures refer to variability around the
substantially biased parameter estimate.

Some missing data problems (e.g., analysis of difference scores)

involve continuous data but cannot be analyzed directly with a
covariance matrix. Such problems can be handled with multiple

59



imputation procedures using the EM algorithm (not simple
regression) as the basic single imputation method.

10. This suggestion applies especially to the case of attrition but may be
of less value for the case of nonrandom omissions.
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Latent Class Analysis of
Substance Abuse Patterns

John S. Uebersax

ABSTRACT

This chapter discusses use of latent class analysis (LCA) as a tool for
identifying substance use patterns in cross-sectional data. LCA serves as
an exploratory and data reduction tool that helps clarify the nature of
substance use and may provide insight concerning effective prevention
strategies. LCA is well suited to categorical data such as typically are
collected in substance use research. Use of LCA can be divided into
three steps: (1) model comparison and selection, (2) assignment of cases
to latent classes, and (3) interpretation of the latent classes. Quantitative
indices of model fit may assist model comparison and selection. Latent
classes can be interpreted by examining probabilities of substance use in
each latent class and by examining differences on exogenous variables.
Limitations, extensions, and software for LCA are discussed. An
example illustrates use of LCA with actual data collected from a current
substance abuse prevention study.

INTRODUCTION

Substance abuse is not the same in every case. There are important
differences among individuals in terms of the substances abused and the
amount, frequency, and social context of use. Recognition and identifi-
cation of common patterns promote understanding of the psychological
determinants of substance abuse and the development of more effective
prevention interventions.
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Latent class analysis (LCA) is a statistical method for finding groups in
data. LCA is related to “mixture model” types of cluster analysis (Day
1969; Wolfe 1970). LCA differs from most forms of cluster analysis,
however, in that it is intended mainly for use with categorical data. This
is significant because, in substance abuse research, variables typically are
measured at the categorical level. This chapter discusses use of LCA for
substance abuse prevention research. The focus is practical rather than
technical and addresses the question, “How does one actually use LCA in
a substance abuse prevention study?”

Latent Class Analysis (LCA)

LCA is attributable mainly to sociologist Paul Lazarsfeld (1950). Lazars-
feld envisioned LCA as a tool to identify respondent groups from survey
data. Applications were limited until Goodman (1974) supplied an effi-
cient estimation method. LCA now is used increasingly, especially in
psychology, sociology, education, and health research. A book by Laz-
arsfeld and Henry (1968) remains an important source of information on
LCA. A good introduction to the subject is provided by McCutcheon
(1987). For technical details on LCA, see Goodman (1974). Langeheine
and Rost (1988) discuss current developments in the area.

The LCA model posits the existence of two or more population subtypes
or latent classes. Each latent class has a set of probabilities for various
responses on each observed (manifest) variable. In the present context, a
latent class corresponds to an ideal substance abuse pattern; response
probabilities are the probabilities of various levels of substance use for
each latent class.

The model is understood easily with reference to table 1 and figure 1.
Table 1 illustrates the concept of a response pattern. s;, s,, and s; denote
responses to three substance use items, coded 0 = not used and 1 = used;
there are eight possible response patterns of the form (s,, s,, .s;. Table 1
shows the patterns and their hypothetical observed frequencies in a
population.
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TABLE 1. Possible response patterns for three dichotomous substance
use items

Response pattern®

Observed
Pattern frequency
S; S, S;

1 0 0 0 432
2 0 0 1 23
3 0 1 0 31
4 0 1 1 17
5 1 0 0 175
6 1 0 1 84
7 1 1 0 126
8 1 1 1 87

KEY: * Coded as 0 = nonuse, 1 = use

Figure 1 schematically represents the LCA model. Starting at the top, the
circle represents a case in the population selected at random. X;, X,, and
X; represent three latent classes. The use of three substances (the same
substances for each class) is denoted here by s;, s,, and s;. The numbers
represent probabilities. The top set are the probabilities of a randomly
selected case belonging to each latent class; these are the latent class
probabilities of the LCA model. The lower set are the probabilities of
substance use given each latent class, or conditional response proba-
bilities. The conditional response probabilities shown in figure 1 are the
probabilities of substance use; subtracting them from 1 gives the
probabilities of nonuse (items with more than two response levels have,
correspondingly, several conditional response probabilites for each latent
class).
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FIGURE 1. Schematic representation of the latent class model

The input for LCA consists of observed response pattern frequencies like
those in table 1. For each analysis, one also specifies the number of latent
classes in the solution. The procedure then determines optimal (maxi-
mum likelihood) estimates for the unknown latent class and conditional
response probabilities, which form the basis of interpretation of results.

EXAMPLE APPLICATION
Background

The example here uses data from a substance abuse prevention study in
Winston-Salem, NC. The study involves middle school and high school
students in the Winston-Salem public school system. Reported substance
use by high school students in the 1991-1992 academic year is considered
here; analysis is limited to 11th- and 12th-grade male students, for whom
substance use is highest.

Data were obtained with a 115-item, self-administered survey. The sur-
vey contains items on current and lifetime substance use; hypothesized
mediating variables (e.g., personality, attitudes towards drugs); and
demographic information.
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The present analysis considers seven lifetime substance use items: drunk-
enness, cigarettes, marijuana, cocaine, heroin, amphetamines, halluci-
nogens, and inhalants. Responses on each item, originally ordered-
categorical, were recoded to dichotomies: Students who reported having
been drunk once or more were coded positive on the drunkenness vari-
able; those reporting having smoked at least one pack of cigarettes were
coded positive on the cigarettes variable; all other variables were coded
positive if the student reported at least one lifetime use of the
corresponding substance.

Respondents are assured anonymity, and the survey response rate is high
overall—over 90 percent. For this analysis, a small number of students
who did not respond to every item were eliminated; the total N for the
analyses reported here is 855.

Analysis and Results

Use of LCA can be divided into three steps; the analysis here illustrates
each of them:

*  Model selection. One first tests several latent class models and
selects one that is optimal in some way. Models differ mainly in the
number of latent classes but also may differ in other ways. Various
measures of model fit can be used to assist model selection.

*  Assignment of cases. Once a model is selected, each case is assigned
to its most likely latent class based on the model parameter estimates
and cases’ responses to the manifest variables.

* Latent class interpretation. The main procedure for interpretation is
to examine the response probabilities of items given each latent class.
One also may examine whether latent classes differ on exogenous
variables—that is, variables other than those used to estimate the
latent classes.
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From the raw data—students’ responses to the substance use items—
observed frequencies for each response pattern were generated using the
PROC FREQ feature in SAS, with the LIST option. This supplied the
input to the LCA program PANMARK (other programs could be used as
well; see SOFTWARE section). Six models, with from one to six classes,
were tested; the results are summarized in table 2.

The table shows the models, the number of estimated parameters,
the degrees of freedom (df), and model fit according to three criteria.
The df are equal to the number of possible rating patterns minus 1
(here, 2’-1 = 127) minus the number of estimated parameters.

TABLE 2. Results of latent class models of responses to 7 substance use
items by 855 male 11th- and 12th-grade students

Normed
No. of fit
Model Description parameters df G’ X? index
M1 1 class 7 120 1,468.42 24,550.34 —
M2 2 classes 15 112 306.29 501.19 791
M3 3 classes 23 104 90.81 108.93 938
M4 4 classes 31 96 65.61 81.13 955
M5 5 classes 39 88 43.08 48.82 971
M6 6 classes 47 80 31.89 38.91 978

Deciding the number of latent classes is given much attention in the
technical literature. However, substance abuse prevention researchers
will do well to note that model preference less often is a statistical than a
practical issue. In substance abuse research, one is more likely to view
latent classes as a means for data reduction; a solution is sought that
captures as much meaningful variation among cases as possible without
resorting to an excessive number of classes. Still, although the research-
ers’ judgment should be primary in selecting among models, one should
not lose sight of statistical criteria altogether.
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The familiar Pearson X° statistic, calculated by comparing observed with
model-predicted response pattern frequencies, can be used to assess
goodness of fit. An alternative is the likelihood-ratio chi square statistic,
G’ (see McCutcheon 1987 for details). Under ideal conditions, G’ and X°
both follow the x” distribution and can be used to statistically test
departure of the model from observed data. For an acceptable model,
both statistics should be close to the df and close to each other; the
required conditions are a sufficiently large sample size and data that are
not too sparse (sparse data have many response patterns with small
frequencies). Prevention studies usually meet the first condition, but the
second sometimes is problematic. In the present case, for example, note
that in table 2 with models M4-M6, G’ and X° are much lower than the
df, the result of sparse data.

More refined model selection criteria have been proposed that are related
to G° but add a component to penalize models with more parameters
(Collins et al., this volume; Sclove 1987). Much work, however, remains
to be done in this area.

Table 2 also shows the normed fit index (nfi) (Bentler and Bonett 1980;
Clogg 1977) for each model. For a model with k latent classes, the nfi is
calculated as the G’ statistic for a 1-class model minus G° for the k-class
model, divided by G for the 1-class model. It can be interpreted infor-
mally as the proportion of unexplained variance accounted for by the
k-class model. Some researchers will find this index, which approaches
model fit more from a descriptive than an inferential standpoint, useful.
The nfi increases markedly going from two to three classes and little
beyond five latent classes. The results, therefore, suggest that a model
with from three to five latent classes is best. The solution for model M3
is relatively uninteresting, and one of the latent classes for M5 has a very
low prevalence; therefore, focus attention on M4.
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FIGURE 2. Probabilities of substance use conditional on latent class for
Model M4 of table 2

The four latent classes for M4 have estimated population prevalences of
474 (class 1), .322 (class 2), .063 (class 3), and .141 (class 4). Figure 2
shows estimated probabilities of use of each substance for each latent
class.

Class 1, accounting for nearly half the population, is termed the “non-
user” group, although, interestingly, even for this group, the probability
of at least one episode of drunkenness is above .4. Members of class 2
have a very high probability of reported drunkenness and lower but
relatively high probabilities of cigarette and marijuana use; this group is
termed “conventional substance users.” Members of class 4 have very
high or relatively high probabilities of reported use on all items; this
group is termed ‘““general substance abusers.” For class 3, reported
probabilities of use of amphetamines, hallucinogens, inhalants, and
cocaine are intermediate between those of conventional substance users
and general substance abusers; for drunkenness, cigarette use, and
marijuana use, the probabilities are slightly higher than for general
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substance abusers, although for drunkenness and marijuana, the
differences appear negligible; this is the “moderate drug use” group.

The four classes correspond to roughly increasing levels of substance use.
Often the results will not lend themselves to so simple an interpretation.
For example, with the same students, when items on beer, wine, and hard
liquor use are added, one sees more crossing of response profiles. This
shifts interpretation away from degree of overall substance use more
toward different patterns that involve specific substance combinations.

Examination of a graph such as the one in figure 2 may reveal important
aspects of substance abuse within a population. The following are
representative of the kinds of questions that LCA may suggest:

* Many students in the nonuser group have been drunk but have not
used other substances. What does this say about the socialization
factors responsible for adolescent substance abuse? Where and with
whom do they have the opportunity and motivation to be drunk such
that they are not simultaneously exposed to or motivated to use other
substances?

* Does the conventional substance use group represent a transitional
stage of experimentation with alcohol, cigarettes, and marijuana from
which adolescents may move to use of other drugs, or does it
represent a terminal pattern that reflects preference for these
substances?

¢ In the general substance abuse group, there still are many students
who do not smoke cigarettes. What dissuades these students from
smoking cigarettes? If researchers knew this, they could use the
information to dissuade them from use of other substances?

¢ Again, in the general substance abuse group, cocaine use is more
common than amphetamine, hallucinogen, and inhalant use. This is
not true for the other groups. Do students who use cocaine find the
other substances less interesting?
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By drawing attention to these types of issues, LCA can provide insights
into substance use in a population and refine thinking about prevention
intervention strategies.

Another way to interpret a latent class solution is with exogenous
variables. As noted above, to do this one first assigns each case to its
most likely latent class. LCA provides the probabilities of membership in
each latent class given each response pattern, or recruitment probabilities
(Lazarsfeld and Henry 1968, pp. 36-38). Each case is assigned to the
latent class for which its membership probability is highest. (Current
LCA programs usually provide the recruitment probabilities but do not
perform the actual classification of cases. Case classification can be done
with the MERGE feature in SAS, or, for example, as here, with a short
BASIC program.)

Once cases are assigned, latent classes can be compared on the exogenous
variables. Table 3 summarizes the comparisons of the latent classes of
M4 on 13 psychological scales. Each scale is composed of several items
given on the same survey as the substance use items. The 13 scales also
were factor analyzed using iterated principal factor analysis and orthog-
onal varimax rotation. The results showed a two-factor solution with two
items (“academic orientation” and “assistance-helping”) that did not load
strongly on either factor.

Each scale was used as the dependent variable in an analysis of variance
(ANOVA), with class membership as the independent variable. Results
are expressed as R’, or the proportion of total variation on the scale
accounted for by between-class differences. Significance is assessed with
the usual F-test. Table 3 also shows how much latent classes differ on
each scale after removing the effects of all other scales; this can be
interpreted as the unique contribution of each psychological variable to
explaining latent class differences. Unique contributions are expressed as
squared partial correlations obtained by entering each scale in a stepwise
discriminant analysis after entry of all other scales, with latent class as the
group variable. Significance is assessed with the F-to-enter statistic. The
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TABLE 3. Association between psychological variables and latent class

membership
Factor/Scale Partial
R 2a R 2b
Factor | 0.4161* 0.4016*
Life compatibility 0.3615% 0.0370*
Pledges 0.3282* 0.0963*
Peer use and beliefs 0.2946* 0.0301*
Beliefs about consequences 0.2783* 0.0220%*
Resistance skills 0.0964* 0.0059
Factor 1I 0.0353* 0.0114
Activities/alternatives 0.0398* 0.0021
Decision skills 0.0313* 0.0016
Self-esteem 0.0281* 0.0057
Goal orientation 0.0190* 0.0035
Sociability 0.0146* 0.0121
Stress management 0.0076 0.0018
Academic orientation 0.0230* 0.0017
Assistance-helping 0.0044 0.0092

KEY:  Based on univariate ANOVA
b Controlling for all other scales or factors in a
stepwise discriminant analysis

*p < .01

results show clear differences among latent classes on the psychological
variables and, in that sense, they validate the latent class solution.

A parallel analysis to the above was conducted using factor scores on the
two factors. Factor scores were calculated as the unweighted mean of
standardized scale scores on the constituent scales. The variables on
factor I, which appear related to values, principles, and normative beliefs,
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more strongly differentiate classes than the more diverse factor II vari-
ables. The scales within each factor also vary in their association with
latent classes. For example, the “life compatibility” variable (perceived
compatibility of substance use with the student’s life goals) is associated
more strongly with latent class membership than the “resistance skills”
variable (ability to resist peer influence to use substances). The results
suggest that students’ perceptions of the compatibility of substance use
with their personal goals and ideal lifestyles may be an important
mediating variable that should receive special attention in designing
substance abuse prevention interventions.

The researcher also may wish to consider extensions of this approach to
latent class interpretation. For example, with discriminant analysis, one
may consider the number of discriminant functions and the amount of
variance accounted for by each. Similarly, one may plot the groups
relative to the discriminant functions to interpret the differentiating
dimensions.

LIMITATIONS AND EXTENSIONS

Limitations

Some potential limitations of LCA are noted below.

Local Maxima. LCA programs use iterative methods for maximum
likelihood estimation. Sometimes algorithms converge on a local maxi-
mum rather than the global maximum solution; this is true of many
statistical procedures. The simplest way to avoid local maximum solu-
tions is to run a program several times using different parameter starting
values and to select the best-fitting solution. Use of multiple start values
can be included in the LCA software, making this process largely
invisible to the user.

Identification. With an unidentified model, different parameter values
account for the data equally well. The situation is analogous to having
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more unknowns than equations, resulting in an infinite number of
solutions. LCA model identifiability requires that the number of possible
rating patterns minus 1 is greater than or equal to the number of estimated
parameters. This restricts the number of latent classes one can estimate
for a given number of variables and rating levels. For example, given
dichotomous items, a two-latent class model requires at least three items
(even then, no df remain to assess model fit, so a more realistic minimum
requirement in this case is four items). Unusual patterns of observed data
sometimes may cause nonidentifiability; again, if this occurs, the main
consequence is to limit the number of latent classes one can consider.
Some LCA programs include the option to check model identifiability.

Number of Variables. With many variables and response levels, the
number of possible response patterns can be very large. For example,
with 10 items and 3 response levels each, over 59,000 response patterns
are possible. Because of this, some LCA programs allow only a limited
number of variables. The problem can be avoided or minimized if the
estimation algorithm considers only rating patterns that actually are
observed-usually far fewer than the number possible. This approach
greatly extends the number of variables that can be used in an analysis.

Multiple Indicators. LCA assumes conditional independence of
manifest variables. This stipulates that variables are independent within
each latent class. For example, it requires that, within a given latent class,
alcohol use is as common among those who use marijuana as among
those who do not use marijuana. This assumption sometimes is difficult
to justify, especially if two items are similar, such as, “Have you used
marijuana in the last week?” and “Have you used marijuana in the last
month?” LCA should produce useful results despite moderate violations
of this assumption, although model fit may be decreased. Future versions
of LCA may address this limitation.
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Extensions

Extensions of the basic LCA approach, which some researchers may wish
to consider, include multiple-group LCA, located latent class models, and
mixed-mode measurement.

Multiple-Group LCA. As with structural equation modeling, one can
estimate a latent class model simultaneously across two or more groups.
By comparing models where one or more parameters are held constant
across groups with models in which the parameters are free to vary, one
can investigate group differences. For example, it might be useful to
know if schools in different areas have the same basic latent classes but
different proportions of students belonging to each.

Located Latent Class Models. Many recent authors have discussed
located latent class models (Formann 1992; Lindsay et al. 1991; Rost
1988; Uebersax 1993). These models view latent classes as located on
one or more underlying continua. With this approach, one can examine,
for example, whether different latent classes correspond to increasing
levels of overall substance use. Located latent class models also can help
reduce the number of parameters that require estimation.

Mixed-Mode Measurement. With continuous measures, the counter-
part of LCA is latent profile analysis (Lazarsfeld and Henry 1968).
Latent class analysis for problems with mixed-mode measurement

(e.g., combinations of dichotomous, ordered categorical, and contin-
uous measures) is an area of ongoing research (Everitt and Merette 1990;
Uebersax 1992).

The discussion here has assumed cross-sectional data. For discussion of
extensions of LCA appropriate for longitudinal data, see Collins and
colleagues (this volume).
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SOFTWARE

At present, no major statistical package includes LCA. However, several
stand-alone computer programs are available; most are written for per-
sonal computers. These programs include MLLSA (Clogg 1977),
PANMARK (van de Pol et al. 1989), LAT and D-Newton (Haberman
1979), CGAGS (Hagenaars 1990), and LT-CLASS (Andersen 1990).
The LTA program for latent transition analysis (Collins et al. 1992, this
volume) also can be used to estimate the standard latent class model.
Any of these programs will serve well for basic analyses.

Researchers considering more advanced or extensive use of LCA may
wish to consider some of the following options in selecting software:
(1) how many variables are allowed; (2) what input data formats are
possible; (3) if model identifiability is checked; (4) if some parameters
can be assigned fixed values or set equal to one another; (5) if multiple-
group analysis is possible; (6) if standard errors of parameter estimates
are calculated; (7) if recruitment probabilities are calculated; and (8) if
variable and value labels are permitted.

CONCLUSIONS

In conclusion, LCA can be a useful data analysis tool for substance abuse
prevention research. Its function is to assist the broader goal of develop-
ing a theoretical understanding of substance abuse and designing and
implementing effective interventions. It is important not to reify the
latent classes; they are best regarded as abstractions that help clarify
variation in substance abuse in a population,
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Latent Transition Analysis and
How It Can Address Prevention
Research Questions

Linda M. Collins, John W. Graham,
Susannah Scarborough Rousculp, Penny L. Fidler,
Jia Pan, and William B. Hansen

ABSTRACT

The objective of this chapter is to introduce latent transition analysis
(LTA) to the substance use prevention research community. LTA is a
new methodological technique for testing stage-sequential models, such
as models of substance use onset. LTA estimates several different sets of
parameters. One of these sets is the transition probability matrix, which
contains information about the probability of movement between stages
in the model. LTA can be used to evaluate the effectiveness of preven-
tion intervention programs by comparing the transition probability
matrices of the program and control groups. If the prevention program is
successful, the transition probability matrices will indicate that the proba-
bility of moving to a more advanced stage of drug use is lower for the
program participants than for the control group. An advantage of taking
a stage-sequential approach is that examining the transition probability
matrix reveals how effective a program is for individuals entering the
program with different levels and types of substance use experience.

In this chapter, LTA is used to evaluate a variety of models of the early
onset process separately for Anglo, Latino, and Asian-American adoles-
cents, measured in seventh grade and again in eighth grade. Although
somewhat different models are found to fit the three ethnic groups best,
the differences likely are due to differences in the overall amount of
substance use experience. Based on these results, it is suggested that, to
be most effective, prevention programs should take place earlier for
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Anglos and Latinos, and later, followed by boosters, for Asian
Americans.

INTRODUCTION

A thorough understanding of the substance use onset process, and of
diversity in this process, is important if prevention efforts to delay or halt
onset are to be successful. One useful way to view the substance use
onset process is as a stage sequence of substance use experiences

(e.g., Yamaguchi and Kandel 1984). Methodology has existed for some
time to test models of onset based on event history data, for example,
reports of when a substance was tried. However, most school-based
prevention researchers do not collect this kind of data because doing so is
too labor intensive and because drug use data collected this way from
adolescents are not very accurate (Collins et al. 1985). Instead, most
school-based prevention efforts use longitudinal panel designs, in which
data are collected at regular intervals and the emphasis is on the present,
the recent past, or general lifetime use.

This chapter illustrates latent transition analysis (LTA), a methodology
for estimating and testing stage-sequential models in longitudinal panel
studies. The LTA model will be used to examine the nature and extent of
ethnic group differences in early substance use prevalence and onset.
Using LTA, it is possible to estimate the prevalence of the various stages
in a model in a given sample and also to estimate the incidence of tran-
sitions between stages. These estimates are adjusted for measurement
error, resulting in a more accurate picture of the onset process.

LATENT TRANSITION ANALYSIS (LTA)
The LTA model will be presented relatively briefly here; for a more

complete presentation, see Collins and Wugalter (1992) and Graham and
colleagues (199 1).
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LTA is a latent variable model for longitudinal panel data. By the term
“latent variable model,” researchers mean that they are measuring

a theoretically error-free latent variable by means of fallible observed
variables. In this study, the latent variable is substance use onset. It has
been measured in seventh grade and again in eighth grade by four fallible
observed variables: an alcohol item, a tobacco item, a drunkenness item,
and an item indicating advanced use. In the LTA procedure, the latent
variable has two important special features. First, it is dynamic; that is,
individuals exhibit growth on this latent variable over time. Second, it is
conceptualized as a sequence of stages. In LTA terminology, stages are
referred to as “latent statuses.”

Figure 1 depicts a substance use onset process discussed by Collins and
colleagues (in press-u). This is an example of a dynamic stage-sequential
latent variable. The latent statuses correspond to substance use experi-
ence and are denoted in the circles. In this model, individuals may begin
their substance use experience by passing through any of a number of
stage sequences, as depicted by the arrows in figure 1. For example,
according to figure 1, some individuals begin their substance use experi-
ence with alcohol followed by either tobacco or an experience with
drunkenness, while others begin with tobacco followed by alcohol. Only
certain latent statuses will appear in a given model. There are eight latent
statuses consistent with the model depicted in figure 1: “no use;” “tried

EEINT3 RN

alcohol;" “tried tobacco;” “tried alcohol and tobacco;” “tried alcohol, been

bR INT3

drunk;” “tried alcohol, been drunk, advanced use;” “tried alcohol, tried
tobacco, advanced use;” and “tried alcohol and tobacco, been drunk,
advanced use.” LTA models the transitions between latent status

memberships across time.

The LTA Mathematical Model'

Suppose there are two occasions of measurement, with the first taken at
Time t and the second at Time t+1. Further suppose there are four
manifest indicators: item I, with i,i' = 1,...I response categories, item 2,
withj, j * = 1,..J response categories; item 3, with kk * =1 ,...K response

categories; and item 4, with [,I’ = 1 ,...L response categories, where i, j, k,
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FIGURE 1. Stage-sequential model of substance use onset discussed in
Collins and colleagues (in press)

and I refer to responses obtained at Time t, and i', j', k', and l' refer to
responses obtained at Time t +1. (For example, in the substance use
research that will be described here, the following manifest indicators
were used: an alcohol use item, a tobacco use item, an item asking about
drunkenness, and an advanced use item that was a composite of several
substance use items. Data were collected in seventh grade and again in
eighth grade.) The extension to more than two occasions, fewer than
four indicators, or more than four indicators is direct. There are

a, b = 1,...S latent statuses, with a denoting a latent status at Time t and b

denoting a latent status at Time t+1.

bl

Let Y = {ijkLi'j'k'l'} represent a “response pattern, ~ a vector of pos-
sible responses made up of a single response to the manifest indicator of
the exogenous variable and responses to the four items at Times t and
t+1. Then the estimated proportion of a particular response pattern,

P(Y), is expressed as equation (1) on the following page.
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Parameters Estimated in the LTA Model

In the LTA models discussed in this chapter, three different types of
parameters are estimated:

o, represents the proportion in latent status a at Time ¢ in other words,
this parameter is the estimated proportion of subjects in each latent status
at the first occasion of measurement. Using the latent variable in figure 1,
an example would be the estimated proportion of individuals who at
Time t have used tobacco only.

T,;, 1S a transition probability representing the probability of membership
in latent status b at Time t+1, conditional on membership in latent status
a at Time t. These parameters represent the probability of moving to a
particular latent status at the second occasion of measurement, condi-
tional on latent status membership at the first occasion. In figure 1, one
example of a transition probability would be the probability of moving to
the “alcohol and tobacco™ latent status at the second occasion, given
membership in the “alcohol only” latent status at the first occasion. The
transition probability matrix is latent, that is, adjusted for error in the
observed items. The transition probabilities usually are arranged in a
matrix like the one below:

r ]
Tur T2 i
Tz T22 T2
Tz T2z Vs

Jd
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where 7, represents the probability of membership in stage b at the end
of the interval, given membership in stage a at the beginning of the inter-
val. Because the elements of the matrix are conditional probabilities,
each row of this matrix sums to unity.

LTA also estimates measurement parameters. p,, . represents the proba-
bility of response i to item 1 at Time f, conditional on membership in
latent status a at Time ¢; p,,,, represents the probability of response

i" to item 1 at Time ¢+1, conditional on membership in latent status b at
Time t+1; etc. In other words, these parameters assess the degree of error
in each observed item. The p’s play two roles in LTA models. First,
they map the manifest items onto the latent statuses in much the same
way that factor loadings map variables onto factors. For example, if

the probability of responding no to each of the substance use items is
high for a particular latent status, this would be interpreted as a “no
substance use” latent status. If, in another latent status, the probability
of responding yes is high for the alcohol item while the probability of
responding no is high for the remaining items, this latent status would be
interpreted as “tried alcohol only.” The second role that the p’s play is in
reflecting measurement precision. If measurement is error free, each
manifest response is determined completely by latent status membership,
and all the p’s are 0 or 1. In general, the closer these parameters are to 0
or 1 for a particular item, the closer the relationship between latent status
membership and manifest responses.

Comparison of LTA and Covariance Structure-Modeling

There are many analogies between LTA and covariance structure-
modeling (Joreskog and S6rbom 1989). Both are latent variable models
where fallible observed variables serve as indicators of error-free unmea-
sured variables. Both procedures involve a measurement model that
maps the observed variables onto the latent variables. In covariance
structure models, the latent variable is continuous and usually is mea-
sured by continuous indicators, whereas LTA involves discrete latent
variables and indicators. In covariance structure models, factor loadings
provide the link between observed and unmeasured variables; in LTA,
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the measurement parameters serve this purpose. However, the LTA
measurement parameters cannot be interpreted in exactly the same way as
factor loadings. With factor loadings, a large absolute value is a strong
loading, while a value close to 0 indicates no relationship, or a very weak
relationship, between a variable and a factor. In contrast, LTA measure-
ment parameters are estimates of probabilities, so a value near 0 or near
unity indicates “sureness,” or a strong relationship between a measured
variable and a latent variable. A value close to //J, where J is the number
of response alternatives, indicates no relationship between a measured
variable and an observed variable. Negative values are impossible.

USING LTA TO INVESTIGATE ETHNIC DIFFERENCES IN
ADOLESCENT SUBSTANCE USE ONSET

There is a growing body of evidence that ethnic differences in adolescent
substance use prevalence are genuine, reliable, and substantial. Perhaps
the most compelling evidence comes from Bachman and colleagues
(1991), who conduct the Monitoring the Future project. This project has
surveyed nationally representative samples of high school seniors yearly
since 1975. The surveys have revealed consistently that Native Ameri-
cans have the highest prevalence rates for most substances, followed by
Anglos; that Latinos show intermediate prevalence rates; and that Asian
Americans show the lowest substance use rates, with African Americans
showing only slightly higher use.

This general finding has been replicated in a variety of settings by
numerous other studies. Oetting and Beauvais (1990) found results
remarkably similar to those reported in Bachman and colleagues (1991)
in their American Drug and Alcohol Survey, which is based on a nation-
wide nonrandom sample. Both Welte and Barnes (1987), based on a
large random sample of junior high and high school students from New
York, and Brannock and colleagues (1990), based on a smaller sample
from two high schools and one college in southern California, found
results consistent with those found by Bachman and colleagues (199 1).
Grady and colleagues (1986), using a sample of New England seventh
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and eighth graders, found that Anglos showed greater use of tobacco,
alcohol, and marijuana than African Americans. Graham and colleagues
(1990) followed three successive cohorts of southern California students
from seventh grade through eighth grade. Their results were consistent
with those found by Bachman and colleagues (1991) and also suggested
that their substance use prevention program was less effective for Anglos
than it was for minorities. There is a considerable body of older research
that is consistent with these findings (e.g., Engs 1977; Humphrey and
Friedman 1986; Humphrey et al. 1983; Kandel et al. 1976; McIntosh et
al. 1979; Walfish et al. 1981; Wechsler and McFadden 1979) despite the
documented changes in overall trends in adolescent substance use over
the last decade.

Because an individual arrives at a level of substance use experience after
going through an onset process, the finding that there are ethnic differ-
ences in substance use prevalence raises the important question of
whether there are ethnic differences in this substance use onset process as
well. Such differences may take one of two forms. One possibility is
that the onset process essentially is the same across ethnic groups, but
onset begins earlier and/or the process is accelerated for certain groups.
Alternatively, the onset process itself may be qualitatively different for
different ethnic groups. If so, there may be differences in time and rate of
onset, but direct comparisons between groups at best can be limited when
the process itself differs.

The Substance Use Onset Process

The stage-sequential point of view on substance use onset was pioneered
by Yamaguchi and Kandel (1984), who examined the onset process from
tenth grade through early adulthood. They found that use of alcohol
and/or cigarettes preceded marijuana use and that marijuana use was a
necessary precursor to use of other illicit drugs. Graham and colleagues
(1991) used a longitudinal panel design to test several models of early
substance use onset. Their subjects were in seventh grade at the first
wave of data collection and eighth grade at the second wave. Graham
and colleagues (1991) found that the best-fitting model was one in which
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most subjects initiated their substance use with alcohol followed by
tobacco, but an important minority of subjects initiated their substance
use with tobacco followed by alcohol. Next was a first experience with
drunkenness, followed by advanced use (defined as regular use of
alcohol, regular use of tobacco, or any experience with marijuana).

In the present study, the researchers tested five models of substance use
onset using a larger sample of which the Graham and colleagues (1991)
sample is a subset. Because the researchers were interested in ethnic
differences in onset, the models were tested separately for Anglos,
Latinos, and Asian Americans.

METHODS

Subjects

The subjects for this study completed a drug use survey as seventh
graders in either fall 1987 or fall 1988 and again as eighth graders 1 year
later as part of the Adolescent Alcohol Prevention Trial (Graham et al.
1989; Hansen and Graham 1991; Hansen et al. 1988). The study
participants were those Anglos, Latinos, or Asian Americans who had
complete data for relevant measures on both pretest and posttest; the
participants were taken from a sample of seventh graders (N = 5,242)
who completed the survey at pretest. The subsample used in this study
contains 1,443 Anglos, 1,185 Latinos, and 498 Asian Americans.

Measures

The measures used in this study included lifetime alcohol use (How many
drinks of alcohol have you had in your whole life?); lifetime cigarette use
(How many cigarettes have you smoked in your whole life?); and lifetime
drunkenness (How many times have you ever been drunk?). The alcohol
item was coded 0 if the subject reported “no use” or “sips for religious
services” and was coded 1 for “sips (not for religious services)” or more
in his or her lifetime. The cigarette item was coded 0 for “never tried”
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and 1 for “one puff” or more in his or her lifetime. The drunkenness item
was coded 0 for “never been drunk” and 1 for “been drunk once” or more.

Several other measures were used in the analyses reported in this chapter,
including alcohol use in the previous month and previous week, tobacco
use in the previous month and previous week, and lifetime marijuana use.
Models involving these items separately showed considerable instability.
It appeared that much of the instability stemmed from the fact that these
were young adolescents with very low levels of use. Thus, these items
tapping greater involvement with various substances were combined into
a single composite item reflecting advanced use. The combined item was
scored 0 if the subject had engaged in no alcohol use and no tobacco use
in the previous week and the previous month and had never used
marijuana; otherwise, it was coded 1.

Models Under Consideration

In this study, the researchers specified five models to be tested using
LTA. Figure 2 depicts all of these models, with different types of arrows
indicating which path is featured in a particular model. All of the models
specify that the onset process may begin with alcohol or with tobacco
followed by alcohol. Model 1, the model depicted in figure 1, is the most
parsimonious of the five models. This model suggests that for those in
the “tried alcohol, tried tobacco” latent status and those in the “tried
alcohol, been drunk” latent status, the next transition is into a “tried
alcohol, tried tobacco, been drunk™ latent status. This model suggests an
orderly progression of increasing involvement where alcohol, tobacco,
and then drunkenness occur before advanced use. Model 2 eliminates the
“tried alcohol, tried tobacco, been drunk™ latent status, involving instead
transitions to a “tried alcohol, been drunk, advanced use” latent status or a
“tried alcohol, tried tobacco, advanced use” latent status. Model 3 adds a
latent status to model 1, suggesting the existence of a “tried alcohol, been
drunk, advanced use” latent status. This allows for the possibility of
engaging in advanced use (of alcohol or marijuana) before having tried
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FIGURE 2. Models considered in the present study

SOURCE: Collins, L.M.; Graham, J.W.; Long, J.; and Hansen, W.B.
Crossvalidation of latent class models. Multivariate
Behavioral Research, in press.

tobacco. Model 4 includes the “tried alcohol, tried tobacco, been drunk”
latent status and the “tried alcohol, tried tobacco, advanced use” latent
status. Both model 2 and model 4 suggest that it is possible to proceed to
advanced use without having been drunk. Finally, model 5, the most
complex of the five models, includes all of the paths and latent statuses
involved in models 1, 2, 3, and 4.

Evaluating the Models

Typically the fit of LTA models is evaluated using the likelihood ratio
statistic, G. For fixed degrees of freedom, a smaller G” indicates a better
fit of the model being tested to the data. Hypothesis-testing can be used
to aid in model selection. However, it is well known that the p-values
associated with G are very inaccurate for models like LTA (Collins et al.
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1993; Holt and Macready 1989; Read and Cressie 1988). As an alter-
native to relying on these p-values, the authors have taken a cross-
validation approach (Collins et al., in press-b; Cudeck and Browne 1983).
They split the sample randomly into two samples that will be referred to
as sample A and sample B and fit each model in sample A, estimating
all relevant parameters. In order to assess goodness of fit, the authors
computed G’ for the fit of each sample A model in the sample B data.
They then reversed the process, fitting each model in sample B and then
computing G>’s based on sample A. This is known as double cross-
validation. Ideally, this procedure will point clearly to a single model
that has a low cross-validation G* in both samples; in practice, the results
usually are not so clear cut. When the results were ambiguous in this
study, the authors chose the most parsimonious models.

RESULTS

Statistical analyses were performed using the software LTA (Collins et
al., in press-a). In order to achieve model identification, some parameters
were constrained to remain equal to each other where it made conceptual
sense to do so. The LTA program requires the user to input initial param-
eter estimates to be used as “start values” to begin the estimation proce-
dure. If a model is identified, the choice of start values usually has little
or no impact on the final solution. As is consistent with good practice
when estimating latent class models, two very different sets of start values
were used for each model in this study. In 25 out of 30 analyses, the
results were virtually identical. Small differences between the two
solutions occurred in model 4 for both subsamples of Anglos and both
subsamples of Latinos and in model 3 for one of the Latino subsamples.

Model Selection

Table 1 shows the cross-validation G*’s for each of the LTA models that
was estimated in each subsample. For Anglos, model 4 cross-validates
best in one sample, but model 5 cross-validates best in the other sample.
Model 2, although it does not cross-validate best in either sample, cross-
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validates second best in both samples; thus, model 2 is chosen for
Anglos. For Latinos, model 5 cross-validates consistently well; it is
the best in one sample and the second best in the other. For Asian
Americans, models 1 and 2 cross-validate best in both samples; the
authors choose model 1 because it is most parsimonious.

Table 2 contains the p parameters for the Anglo sample. These param-
eters represent the probabilities of a yes response, conditional on latent
status membership. As discussed above, the values of these parameters
are what determines the interpretation of the latent statuses. For those
individuals in the first latent status, the probability of responding yes to
ANY of the substance use items is extremely low. Thus, the first latent
status is interpreted as a “no use” latent status. For those in the second
latent status, the probability of responding yes to the alcohol item is large,
but the probability of responding yes to any other items is small. Thus,
this latent status is interpreted as “alcohol use only.” Similarly, the third
latent status is interpreted as “tobacco use only,” the fourth as “alcohol
and tobacco,” the fifth as “alcohol and drunkenness,” the sixth as
“alcohol, drunkenness, and advanced use,” the seventh as “alcohol,
tobacco, and advanced use,” and the last as “alcohol, tobacco,
drunkenness, and advanced use.”

The overall structure of these parameters cross-validates well; in other
words, the same interpretation of the latent statuses is indicated in both
samples. Also, in general, these parameters are above .75 or below .25,
indicating a strong relationship between the items and the latent statuses.
Where the manifest items are dichotomous, as they are here, a parameter
estimate close to .5 suggests that the item in question is not a good indi-
cator of latent status membership. The weakest relationship in these data
between an item and latent statuses is the relationship between the
advanced use indicator and the last three latent statuses.

Table 3 shows the transition probability matrix for the Anglo sample.
Sample A estimates are in the first line in each row, and sample B
estimates are in the second line. The elements on the diagonal of each
matrix represent probabilities of being in the same latent status in both
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TABLE 1. Results of applying five models to ethnic subsamples

Model fitted to sample A, G’ on sample B

Ethnicity
Model Anglos Latinos Asians
1 198.2 225.1 190.6
2 177.5 212.5 196.2
3 202.8 234.1 213.6
4 174.9 201.5 192.0
5 178.5 207.8 206.4

Model fitted to sample B, G’ on sample A

Ethnicity
Model Anglos Latinos Asians
1 222 253.3 131.5
2 196.7 239.9 127.5
3 205.5 243.8 164.4
4 209.1 241.2 137.6
5 196.2 229.3 138.9

seventh grade and eighth grade, and the elements on the off-diagonal
represent probabilities of transitioning to the column latent status,
conditional on membership in the row latent status. For example, for
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TABLE 2. Measurement parameters (p’s) for Anglos

Probability of responding
yes to these items,
conditional
on latent status
Latent status membership

Ever Ever Ever Any
Sample  Tried Tried been advanced

Tobacco Alcohol drunk use

? ? ? ?

No use A .03 .00 .02 .01
B .03 .03 .02 .02

Alcohol Use Only A .03 .97 .02 .01
B .03 .98 .02 .02

Tobacco Use Only A .97 .00 .02 .01
B 93 .00 .02 .02

Alcohol+Tobacco A .97 .97 .02 .01
B 93 98 .02 .02

Alcohol+Drunkenness A .03 .97 .79 .01
B .03 98 .90 .02

Alcohol, Drunkenness, Advanced A .03 .97 .79 .66
Use B .03 .98 .90 .62
Alcohol, Tobacco, Advanced A .97 .97 .02 .66
B 93 98 .02 .62

Alcohol, Tobacco, Drunkenness, A .97 .97 .79 .66
Advanced B 93 98 90 .62

those Anglos who start out in the “no use” latent status in seventh grade
in sample A, it is estimated that the probability is .58 (in sample B, .55)
of being there in eighth grade.

In estimating model parameters, the authors chose to estimate full
transition probability matrices, as opposed to fixing the lower triangle (all
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except the transition from the most extreme latent status back to “alcohol,
tobacco, and drunkenness”) to 0’s. The rationale for fixing the lower
triangle to 0’s would be that these transitions are impossible in theory.
For example, it is impossible to transition from having tried alcohol to
having never tried alcohol. On the other hand, although these transitions
are impossible, subjects nevertheless respond as if they were possible.
Estimating these transitions can give a very useful picture of the kinds of
response biases that are operating in a sample to produce these kinds of
responses. In several cases, fairly large lower-triangle elements were
estimated. However, in general, these parameter estimates did not cross-
validate well in these data.

Table 4 shows the estimates of the p parameters for the Latino sample,
and table 5 shows the transition probability matrix. Table 4 shows that
the model that cross-validated best for the Latino sample is similar to the
model selected for the Anglo sample, with the addition of an “alcohol,
tobacco, drunkenness” latent status.

Table 6 contains the estimated p parameters for the Asian-American
sample. The parameter estimates for the first four latent statuses based
on the Asian-American sample lead to the same interpretation as their
counterparts in the Anglo and Latino samples. However, the p param-
eters suggest very different interpretations for the last three latent statuses.
For the Asian-American sample, the fifth latent status essentially is
similar to the second latent status, and the sixth latent status essentially is
similar to the fourth latent status. The only difference is that the fifth and
sixth latent statuses involve a somewhat higher probability of responding
yes to the drunkenness item, although a no response to this item still is
more likely than a yes. The last latent status involves alcohol, tobacco,
and advanced use only.

These results illustrate why it is very important to examine the p param-
eter estimates carefully when interpreting and labeling the latent statuses,
LTA is a confirmatory procedure in the sense that the user must specify
certain important aspects of a model like the number of latent statuses and
any constraints on parameter estimates. Generally, a user who specifies
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TABLE 3. Transition probability matrix for Anglos1

Latent status Sample Latent status

No use A .58 .30 .00 .03 .01 .00 .03 .04
B .55 .31 .02 .05 .01 .00 .04 .02

Alcohol Use Only A .07 .74 .00 .10 .01 .03 .01 .04
B .08 .74 .00 .03 .03 .00 .05 .07

Tobacco Use Only A .04 .00 .34 .53 .00 .00 .00 .09
B .00 .00 .22 .40 .00 .00 .19 .18

Alcohol+Tobacco A .00 .00 .00 .63 .00 .00 .04 .32
B .00 .00 .00 .70 .00 .00 .14 .14

Alcohol+Drunkenness A .00 .00 00 .00 .48 .08 .00 .45
B .00 .00 .00 .00 .22 21 .00 .55

Alcohol, Drunkenness, Advanced Use A .00 .00 .00 .00 .00 .69 .00 .30
B .00 .00 .00 .00 .32 .66 .00 .00

Alcohol, Tobacco, Advanced Use A .00 .00 .00 .20 .00 .00 .79 .00
B .00 .00 .00 .09 .00 .00 .54 .35

Alcohol, Tobacco, Drunkenness, A .00 .00 .00 .00 .00 .00 .00 .99
Advanced Use B .00 .00 .00 .00 .00 .00 .00 .97
NOTE: ' Some rows do not sum to 1 because of rounding.

the number of latent statuses will have particular values of the p param-
eters in mind. However, it is important to examine the estimates of the p
parameters that result from an LTA analysis, because these estimates may
be different from what is hypothesized and may lead to different
interpretations of the latent statuses. In the present study, although a
solution involving seven latent statuses cross-validated the best for the
Asian-American sample, the model as estimated is different from the
model 1 depicted in figure 2. Rather than emerging as conceptually
distinct latent statuses as depicted in figure 2, the fifth and sixth latent
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TABLE 4. Measurement parameters (p’s) for Latinos

Probability of responding
yes to these items,
conditional
on latent status
membership

Latent status
Ever Ever Ever Any

Sample Tried Tried been  advanced
Tobacco Alcohol drunk use
? ? ? ?
No use A .00 .00 .00 .01
B .04 .04 .02 .02
Alcohol Use Only A .00 .95 .00 .02
B .04 97 .02 .02
Tobacco Use Only A .98 .00 .00 .02
B 97 .04 .02 .02
Alcohol+Tobacco A .98 .95 .00 .02
B 97 97 .02 .02
Alcohol+Drunkenness A .00 .95 77 .02
B .04 97 .85 .02
Alcohol, Drunkenness, Advanced A .00 .95 77 91
Use B .04 97 .85 83
Alcohol, Tobacco, Advanced Use A .98 .95 .00 91
B 97 97 .02 .83
Alcohol, Tobacco, Drunkenness A .98 .95 77 .02
B 97 97 .85 .02
Alcohol, Tobacco, Drunkenness, A .98 .95 77 91
Advanced Use B 97 97 85 .83

statuses conceptually are very similar to the second and third latent
statuses, respectively. ‘Moreover, the seventh latent status as estimated in
the Asian-American subsample does not involve a high probability of
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TABLE 5. Transition probability matrixfor Latinos

Latent status Sample Latent status

No use A 46 .26 .07 .10 .03 .01 .00 .05 .04
B .64 .20 .00 .06 .01 .01 .03 .01 .05

Alcohol Use Only A 15 .61 .01 .11 .03 .00 .02 .03 .05
B .04 66 .02 .13 .02 .00 .05 .03 .05

Tobacco Use Only A 13 .01 .40 .26 .00 .00 .00 .13 .06
B .00 .02 .33 .34 .06 .00 .06 .09 .21

Alcohol+Tobacco A .01 .01 .01 .65 .01 .01 .18 .03 .09
B .02 .02 .02 .61 .02 .02 .15 .05 .11

Alcohol+Drunkenness A .01 .01 .01 .01 .37 .20 .01 .22 .15
B .02 .02 .02 .02 35 .05 .02 .16 .36

Alcohol, Drunkenness, Advanced A .01 .01 .01 .01 .35 .20 .01 .38 .00
Use B .02 .02 .02 .02 47 .32 .02 .13 .00

Alcohol, Tobacco, Advanced Use A .01 .01 .01 .45 .01 .01 .15 .00 .33
B 02 .02 .02 36 .02 .02 .16 .06 .34

Alcohol, Tobacco, Drunkenness A .01 .01 .01 .01 .01 .01 .01 .53 .38
B 02 .02 .02 .02 .02 .02 .02 47 .43

Alcohol, Tobacco, Drunkenness, A .01 .01 .01 .01 .01 .01 .01 .08 .84
Advanced Use B .02 .02 .02 .02 .02 .02 .02 .00 .89

having experienced drunkenness. This leaves the interpretation of the last
three latent statuses unclear. A partial transition probability matrix for the
Asian-American sample appears in table 7. Because the meaning of the
last three latent statuses is unclear, transitions involving these latent
statuses are difficult to interpret, so they are omitted from the table.

Table 8 shows the estimates of the & | parameters, which are the propor-
tions in each latent status in seventh grade. For the Asian-American
sample, the & ( estimates for the second and fifth latent statuses and for the
fourth and sixth latent statuses are collapsed because of their similarity.
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TABLE 6. Measurement parameters (p’s) for Asian Americans

Probability of responding
yes to these items,
conditional
on latent status
Latent status membership

Ever Ever Ever Any

Sample  Tried Tried been  advanced
Tobacco Alcohol  drunk use
? ? ? ?
No use A .00 .10 .01 .01
B .00 .06 .00 .01
Alcohol Use Only A .00 97 01 01
B .00 .88 .00 .01
Tobacco Use Only A .98 .10 .01 .01
B .87 .06 .00 .01
Alcohol+Tobacco A .98 .97 .01 .01
B .87 .88 .00 .01
Alcohol (+Drunkenness) A .00 97 39 .01
B .00 .88 48 .01
Alcohol, Tobacco (+Drunkenness) A .98 .97 .39 .01
B .87 .88 48 .01
Alcohol, Tobacco, Advanced Use A .98 .97 .39 1.00
(+Drunkenness) B 87 88 48 1.00

The parameter estimates are very close across sample A and sample B for
Anglos and Latinos, indicating good cross-validation. The estimates
based on the Asian-American sample do not cross-validate as well,
although the general pattern of results is consistent across the two
subsamples. The results show that, as expected, Anglos are the least
likely to be abstainers, even in this early phase of onset. However, they
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TABLE 7. Partial transition probability matrix for Asian Americans

Latent status Sample Latent status

No use A 83 .09 .04 .04 00 .00 .00
B .78 .03 01 1 01 .04 .03

Alcohol Only A 00 54 .03 .14 29 .00 .00
B .06 73 .00 15 .02 .04 .00

Tobacco Only A 38 .03 .34 .16 00 .00 .10
B 20 .00 .71 .00 .00 .08 .00

Alcohol+Tobacco A 03 .03 .03 .61 03 .23 .03
B .00 .00 .00 1.00 .00 .00 .00

are least likely by only a small margin. Only approximately 28 percent
of Anglos have never tried alcohol or tobacco, as opposed to 31 and 33
percent for Latinos. This difference seems to be due mostly to the
relatively large percentage of Anglos who have tried alcohol but have
engaged in no further experimentation. The probability of having gone
no further than trying a single substance can be obtained by summing the
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probabilities of membership in the “no use,” “alcohol only,” and “tobacco
only” latent statuses. This shows that the probability of having gone no
further than trying a single substance is .65 for Anglos and .77 and .80 for
the Asian-American subsamples but is .58 for Latinos. Thus, although
the Latino sample contains a slightly higher proportion of abstainers than
does the Anglo sample, those Latinos who have tried a substance are

likely to have engaged in comparatively more experimentation.

DISCUSSION

Using LTA, the authors have tested several stage-sequential models of
the early substance use onset process in three different ethnic groups.
Each of these models represented the onset process as a dynamic latent
variable measured by four manifest variables. LTA was used to identify
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TABLE 8. Estimates of proportions in each latent status at first

occasion

Asian
Anglo Latino American
Latent status sample sample sample
A B A B A B
No use 28 028 .31 033 .59 49
Alcohol Only 35 034 22 022 a2 22
Tobacco Only .02 0.03 .05 003 .09 .06
Alcohol+Tobacco 13 0.13 .18 0.16 .18 .19

Alcohol+Drunkenness 03 0.02 .04 0.02

Alcohol, Drunkenness, Advanced Use .02 0.01 01 0.01

Alcohol, Tobacco, Advanced Use .03 0.06 .04 0.07 04 .04
Alcohol, Tobacco, Drunkenness .06 0.06
Alcohol, Tobacco, Drunkenness, .09 0.13 10 0.09

Advanced Use

the latent statuses in each model and to provide estimates of the probabil-
ities of membership in each latent status in seventh grade and the condi-
tional probabilities of transitions between latent statuses between seventh
grade and eighth grade. These probabilities are adjusted for measurement
error occurring in the manifest variables.

Upon first examination, the results of this study suggest that somewhat
different onset processes may be operating in Anglo, Latino, and Asian-
American samples. The authors found that a model involving nine latent
statuses was necessary for Latinos; that a slightly less complex model,
omitting the “alcohol, tobacco, drunkenness™ latent status, was sufficient
to represent the data collected on Anglo subjects; and that, although the
simplest model tested here fit the Asian-American sample best, even that
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proved too complex when two sets of two latent statuses emerged as
virtually identical.

However, upon closer examination it seems that the similarities among
these ethnic groups in the onset process outweigh the differences. The
models are virtually identical in the early phases of the onset process.
According to all three models, most individuals initiate their substance
use experience with alcohol. However, a small but significant proportion
initiate their experience with tobacco. Graham and colleagues (1991)
found that this latter group of individuals was on an accelerated onset
trajectory compared to those who start with alcohol. That finding seems
to hold here for Anglos and Latinos. For Asian Americans, sample A
estimates are consistent with this, but the finding does not replicate in
sample B. The question of whether Asian Americans who start the onset
process with tobacco are on an accelerated onset trajectory is an impor-
tant one because, according to these results, Asian Americans are more
likely to begin the onset process with tobacco than are Anglos or Latinos.

Another interesting feature shared by all three models is the important
role that tobacco plays in the remainder of the onset process. These
results indicate that in the Anglo and Latino samples, relatively few
individuals went on to advanced use without trying tobacco and that, in
the Asian-American sample, trying tobacco was an integral part of the
early onset process. Drunkenness plays a major role in the onset process
for both Anglos and Latinos. Drunkenness is not a major part of the
onset model that represents the Asian-American sample in this study.

Although it is possible that the differences in onset process models
among ethnic groups reflect real qualitative differences, in this case there
is an alternative explanation. The differences that have emerged among
the ethnic groups may have to do primarily with how advanced the onset
process is. In any stage-sequential process, differentiation among stages
cannot take place until enough subjects have passed through the stages.
The authors’ results indicate that the Asian-American subsample had
considerably less substance use experience at the first observation than
the other two subsamples. The results also show that the Asian-American
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subsample advanced through the onset process at a considerably slower
rate, as reflected in the transition probability matrix. This may account
for the lack of involvement of drunkenness in the Asian-American onset
process-too few of the Asian Americans in the sample had arrived at
that point in the onset process at that time. Perhaps, in an Asian-
American sample with more substance use experience, a model more like
model 2 or model 5 would be necessary to represent the onset process.
Although the Anglo group has the smallest proportion of abstainers at the
outset, Anglos who have initiated the onset process tend to have
somewhat less substance use experience than Latinos who have initiated
the process. It may be that in the Latino sample sufficient subjects had
engaged in various onset activities for the authors to differentiate nine
latent statuses. The Anglo and Latino subsamples are advancing through
the onset process at comparable rates. Perhaps, if a little bit more time
were allowed to elapse, the additional latent status would emerge in the
Anglo sample. This seems likely, given that the more complex model,
model 5, cross-validated nearly as well as model 2 in the Anglo sample.

Implications for Prevention

The degree and kind of ethnic differences found in this study have
implications for planning prevention curricula. The result that the onset
process essentially is comparable across groups, although there are some
differences, offers hope that a single prevention curriculum can be effec-
tive for Anglos, Latinos, and Asian Americans. However, the compara-
bility of the onset process across ethnic groups does not guarantee that the
psychosocial factors prompting transitions between latent statuses also are
comparable. If these factors are different, this will have to be taken into

account in prevention programs.

Ideally, a prevention intervention should occur just before onset is
expected. The results of this study suggest that the optimal timing of an
intervention may vary according to the ethnic composition of the target
population. Results indicate that 72 percent of Anglo seventh graders and
67-69 percent of Latino seventh graders already have initiated the onset
process. Thus, for these ethnic groups, interventions probably should
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start earlier than seventh grade. In contrast, considerably fewer Asian
seventh graders have started the onset process, and, furthermore, the
process seems to be slower for this ethnic group. The results of the study
by Graham and colleagues (1990), which showed a trend for stronger
program effects among Asian-American students, indicate that perhaps
seventh grade is a good time for beginning interventions on this subpop-
ulation. The present study suggests that interventions should start earlier
for Anglo and Latino students. Because the onset process is slower for
Asian Americans, taking place over a long timespan, periodic boosters
may be needed particularly with this group.

Limitations of This Study

An obvious limitation of this study is the lack of African-American

and Native-American subjects. There were no Native Americans in this
sample and far too few African Americans (fewer than 75) to test the
models of interest in this study. A second important criticism of this
study and, by implication, many other studies that have looked at ethnic
differences in substance use, is the way in which the authors and most
researchers measure ethnicity. As Cheung (1991) has pointed out, ethni-
city is a multidimensional construct that cannot be captured well in a
single variable. Furthermore, many observed “ethnic” differences
undoubtedly are due to differences on a constellation of other variables,
such as attitudes, educational levels, and socioeconomic status, for which
ethnicity serves as a rough proxy. Yet, in most studies (including this
one), ethnicity is measured by a single manifest variable. This approach
obviously cannot capture the complexity and richness of ethnicity.
Where ethnicity is measured poorly, some ethnic differences will be
obscured, and observed differences will be subject to misinterpretation.
At the very least, understanding the culture and social norms operating in
various ethnic groups and how they relate to substance use onset is far
more important than merely noting ethnic differences. There is a need for
further research on ethnicity and early substance use onset using more
sophisticated measures of ethnicity.
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More About Latent Transition Analysis (LTA)

There are several features of LTA that have not been discussed in the
present chapter. Where data have been collected on three or more occa-
sions, second-order models can be tested in which transitions between
latent statuses depend not only on latent status membership at the imme-
diately previous time but on membership at two times previous as well.
The LTA approach can incorporate a discrete exogenous grouping vari-
able. This means it can be used to test multiple-groups models, in which
the grouping variable either is manifest or latent. For more information,
refer to Collins and Wugalter (1992) and to the LTA User’s Guide
(Collins et al., in press-a).

LTA’s capability to incorporate a discrete exogenous grouping variable is
a useful feature for researchers wishing to test the effectiveness of a pre-
vention intervention program. By treating a dummy variable representing
program versus control group membership as the exogenous grouping
variable, the researcher can compare p, &, and 7 parameters across
groups. If the prevention program is successful, the transition probability
matrices will indicate that the probability of moving to a more advanced
stage of drug use is lower for the program participants than for the control
group. An advantage of taking a stage-sequential approach is that
examining the transition probability matrix reveals how effective the
program is for individuals entering with different levels and types of
substance use experience. For example, Graham and colleagues (1991)
found that a prevention program that was successful overall was not
successful for individuals who had entered the prevention program
having tried tobacco but not alcohol.

Although LTA is a promising technique that offers the researcher a
unique look at the onset process, it has some serious shortcomings. Two
shortcomings stem from sparseness, which can occur when there are
many indicators and relatively few subjects and/or when the measurement
parameters are extreme. One of these shortcomings is the problem of
goodness-of-fit testing, discussed earlier in this chapter; the other is large
standard errors for some of the parameters, particularly the transition
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probabilities. Despite these problems, Collins and Wugalter (1992) con-
cluded based on an extensive simulation that the addition of indicators

is a benefit to most latent transition ‘models as long as the indicators
belong in the model. The procedure also has some limitations. For
example, LTA currently does not have a missing data procedure, so
listwise deletion of subjects must be used. Also, the procedure currently
cannot incorporate continuous exogenous predictors, such as grade point
average. The authors are working on expanding the capability of LTA in
both of these areas.

CONCLUSIONS

The analyses done in this study illustrate the benefits of the LTA
approach for analysis of substance use data. LTA allows the researcher
to test and compare a variety of models of the substance use onset
process. In this example, the authors assessed whether several ethnic
groups can be represented by the same general model. LTA can be used
for many other types of research questions, including testing the effec-
tiveness of drug abuse prevention interventions. Much information in an
LTA is contained in the transition probability matrix, which shows the
probabilities of transitions among stages, for instance, among stages in
the drug use onset process. Furthermore, in LTA the transition proba-
bility matrix is latent, which means that error in the observed variables is
taken into account when the matrix is computed. This produces a more
meaningful picture of the patterns of substance use onset.

NOTE

1. This section may be skipped without loss of continuity.
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Incorporating Trend Data To Aid
in the Causal Interpretation of
Individual-Level Correlations
Among Variables: Examples
Focusing on the Recent Decline
in Marijuana Use

Jerald G. Bachman

ABSTRACT

Given the close correspondence of several trends beginning in 1979, it is
tempting to conclude that increases in perceived risk and disapproval led
to the decline in actual use of marijuana. In this chapter, two alternative
interpretations are considered, reflecting different hypotheses about indi-
vidual-level causal processes: (1) changes in use led to the changes in
attitudes, or (2) changes in some other factor(s) (e.g., increased “conven-
tionality”) caused both changes in use and changes in attitudes.

This chapter documents a series of analyses designed to untangle such
issues by incorporating trend data along with individual-level, cross-
sectional relationships. One analysis strategy shows that controlling
attitudes could “account for” the time trend in marijuana use, whereas the
reverse is not true. The second analysis strategy examines how time
trends in marijuana use are affected by multivariate controls for attitudes,
as well as other individual characteristics, and shows that only the attitude
measures can “explain” the time trend in marijuana use. Although these
analyses are viewed as helping to explain the recent secular trend down-
ward in marijuana use, as well as the still more recent decline in cocaine
use, their most important contribution to prevention intervention research
may be that they support a very basic generalization about individual-
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level causal processes: individual attitudes about specific drugs affect
individual use of those drugs.

INTRODUCTION

When two or more trends over time correspond closely with each other,
it is tempting to conclude that there is an underlying causal connection.
Conversely, a lack of correspondence suggests the absence of causal
connection. In the field of drug research, a number of trend patterns
have emerged that have potential implications for prevention efforts.
Consider, for example, the following findings shown in figure 1, all
based on the Monitoring the Future annual surveys of large represen-
tative samples of high school seniors:

1. Seniors’ beliefs that marijuana is harmful began to increase in 1979
and continued to rise throughout the 1980s.

2. Seniors’ disapproval of marijuana use showed nearly parallel
increases beginning in 1980.

3. Seniors’ use of marijuana decreased steadily beginning in 1980.

4. Seniors’ perceptions that marijuana is readily available has shown
little change from the mid-1970s onward.

First, and most simply, the above evidence strongly suggests that recent
changes in marijuana use, as well as changes in perceived risk and disap-
proval, have had little to do with (perceived) availability of marijuana;
this implies that the “supply side” strategy for prevention of marijuana
use has not been very effective. That is not the only possible conclusion,
of course, but it is surely the most parsimonious.

Second, given the close correspondence among the other trends, it is

tempting to conclude that the increases in perceived risk and disapproval
have contributed to the decline in actual use of marijuana. Here,
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however, the argument becomes much more complicated. When faced
with parallel (or opposite) trends, the question remains whether A
(attitudes) causes B (behaviors), B causes A, or C (one or more other
variables, perhaps unmeasured) causes both A and B. Moreover, there
also is the problem of going from the aggregate level (reflected by the
trend data) to the individual level (the level at which the causal hypoth-
eses often are formulated). This chapter documents a series of analyses
undertaken in the hope of untangling some of these issues, at least with
respect to the recent changes involving marijuana attitudes and use. Sev-
eral earlier papers have focused on the substantive findings with respect
to drug use (Bachman et al. 1986, 1988, 1990). The present chapter in-
corporates key findings from these earlier papers but now focuses on the
analysis strategy per se. Because the earlier papers were developed over
a period of several years, the first major section of this chapter covers the
interval from 1976 to 1985, and the second discusses the period from
1976 to 1986.

STATEMENT OF THE PROBLEM: DID CHANGES IN
ATTITUDES DURING THE 1980s CAUSE THE DECLINE IN
MARIJUANA USE AMONG YOUTH?

As suggested above, one straightforward interpretation of the marijuana
findings is that the changes over time in attitudes (A) caused the changes
in behaviors (B). Indeed, early reports of findings from the Monitoring
the Future surveys of high school seniors stated a clear preference for that
kind of “A causes B” interpretation (Johnston et al. 1981). Johnston
(1985) later expanded the argument, noting additional trends (e.g., rising
proportions of marijuana quitters who listed physical and/or psycholog-
ical risks as their reasons for quitting), all consistent with the notions that
individuals’ use of marijuana is influenced by their attitudes about mari-
juana and that changing attitudes about marijuana (in response to various
historical changes in such factors as information about the drug) may
have led to a reduction in demand.

115



Jessor (1985) found Johnston’s argument plausible but “not yet com-
pelling,” pointing out that aggregate trend data are not sufficient to
establish causal order. Jessor spelled out two alternative hypotheses.
The first of these is that B causes A: “It remains quite possible that
regular use of marijuana declined and beliefs about its harmfulness
subsequently increased rather than the other way around” (Jessor 1985).
The second alternative is that C (conventionality) causes both A and B:

It is possible to entertain an equally plausible alternative
hypothesis to account for both the increased perception
of harm from regular use and the actual decline in regular
use, namely, that there has been an increase in the gen-
eral conventionality of adolescents during this same
historical period. Such an increase in conventionality
would lead to less motivation to use marijuana or to seek
its effects, and would also imply greater receptivity to
messages from authorities about the harmfulness of drug
use (p. 259).

Jessor’s comments clearly articulate the problem faced by those who
would draw conclusions from correspondences among trends: In the
absence of additional data, it is virtually impossible to sort out cause and
effect. Fortunately, the Monitoring the Future surveys do include an
additional key ingredient: the fact that the several trends are based on the
same annual samples of high school seniors rather than from completely
independent sources permits analyses that incorporate individual-level,
cross-sectional relationships. This ingredient is crucially important
because the various hypotheses illustrated above all are based (implic-
itly, if not explicitly) on individual-level causal interpretations.
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ANALYSIS ISSUES AND STRATEGIES: INCORPORATING
INDIVIDUAL-LEVEL, CROSS-SECTIONAL RELATIONSHIPS
AMONG VARIABLES ALONG WITH TREND DATA

It will be useful here to distinguish two analysis strategies, both of which
require the examination of individual-level, cross-sectional relationships
among the attitude and behavior measures. The first strategy focuses on
whether the trend data can be explained by one of the two simplest inter-
pretations: A causes B (operationalized as prediction 1 below) or B
causes A (operationalized as prediction 2). The second strategy expands
the scope of inquiry to consider whether some other factor(s), perhaps C,
cause(s) both A and B.

First Analysis Strategy: Examining How Time Trends in
Behaviors Are Affected by “Holding Constant” Attitudes, and
Vice Versa

Samples and Measures. This section summarizes analyses reported in
detail by Bachman and colleagues (1986). The data are derived from the
Monitoring the Future surveys of high school seniors taken from 1976 to
1985. Each of these nationally representative annual surveys included

5 different questionnaire forms, with 3,000 or more cases per form each
year. Although items on marijuana use appeared in all five forms, ques-
tions on perceived risk appeared only in form 5, and questions on disap-
proval appeared only in form 3. In more recent surveys, key questions on
perceived risk and disapproval appear on several forms, thus permitting
additional correlational analyses not possible with the earlier surveys.

Because the different forms involve random subsets of the total annual
samples, there are very slight differences in marijuana use trends, depend-
ing upon whether the analysis is based on the form 5 subsample, which
cross-tabulates marijuana use with perceived risk, as shown in figure 2, or
on the form 3 subsample, which links marijuana use with disapproval, as
shown in figure 3. All such differences are trivially small and do not
affect the conclusions discussed here.
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Recall that throughout the 1980s survey of each successive class of high
school seniors showed higher rates of perceived risk and disapproval
associated with marijuana and also lower levels of (self- reported) use. It
seems most likely that the increased negative attitudes strongly contri-
buted to the decline in marijuana-using behavior. Specifically, it is likely
that an individual’s attitudes about marijuana strongly influenced actual
use of the drug and that changes over time in information about mari-
juana led to changed attitudes and, in turn, changed behavior. However,
a plausible alternative interpretation is that seniors who did not use mari-
juana themselves were, as a consequence, more likely to feel and express
negative views about marijuana. This distinction was operationalized in
the form of two competing predictions.

Prediction 1: With attitudes held constant, marijuana use will show no
change from one year to another. The underlying hypothesis is that
individuals generally behave in accordance with their attitudes and that
perceived risk and disapproval inhibit the use of marijuana. Therefore, as
the proportions of young people holding these negative attitudes about
marijuana increased each year, the numbers willing to use marijuana
consequently declined. According to this argument, if this were the sole
basis for the relationship between the two trends, then, after (statistically)
“holding constant” the attitudes at any particular level, no decline in
usage rates from one year to the next should have been observed within
that attitude category.

Figure 2 is one example of the initial findings, based on analyses extend-
ing from 1976 to 1985. The figure shows that monthly marijuana use
rates consistently were close to 70 percent among those who saw “no
risk” in occasional marijuana use and less than 10 percent among those
who saw “great risk.” The trends within these two subgroups clearly
were consistent with prediction 1; specifically, the fluctuations from year
to year seemed largely random with no clear evidence of a trend upward
or downward. Among those perceiving slight or moderate risk, the per-
centages of monthly marijuana users actually rose somewhat, prompting
the comment that”...these data suggest that if it were not for the sharp
increases in perceived risk since 1978, marijuana use for seniors
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FIGURE 2. Trends in monthly marijuana use by level of perceived
risk of occasional marijuana use

as a whole might have risen rather than declined” (Bachman et al. 1986,
p. 12).

Figure 3 provides another example, again for the period from 1976 to
1985. It shows that monthly marijuana use rates consistently were about
60 percent among those who reported they “don’t disapprove” of occas-
ional marijuana use and 3 percent or lower among those who indicated
they “strongly disapprove,” both fully consistent with prediction 1. The
usage rates for those in the intermediate category who said they
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FIGURE 3. Trends in monthly marijuana use by level of

“disapprove” rose from about 7 percent to 15 percent. These findings are

disapproval of occasional marijuana use

similar to the findings for the intermediate levels of perceived risk.

The evidence thus far is largely supportive of prediction 1 but, before
reaching any conclusions, the data from the reverse perspective, as stated

in prediction 2, should be examined.

Prediction 2: With marijuana use held constant, attitudes about

marijuana will not change from one year to another. The underlying
hypothesis here is that individuals bring their attitudes into conformity
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FIGURE 4. Trends in perception of great or moderate
risk in occasional marijuana use by level

of marijuana use

with their behaviors. According to this perspective, the only reason
marijuana attitudes changed on average during the 1980s simply is that
the proportions of individuals actually using marijuana grew progres-
sively smaller. If that explanation is correct, then looking separately at
subgroups who use marijuana frequently, those who seldom used it, and
those who did not use it reveals little or no upward trend in disapproval or
perceived risks.

In fact, as exemplified in figures 4 and 5, the data led to a very different
conclusion:

In sum, contrary to Prediction 2, we find that controlling
for the behavior of marijuana does nothing to reduce
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Lung Maturation. There is some evidence that substance abuse, especially ¢
opioids, during pregnancy may accelerate lung maturation through enzyme
induction and reduce the incidence of respiratory distress syndrome (RDS)
{Gluck and Kuiovich 1973). On the other hand, substance abuse is associatec
with an increased risk of premature delivery that offsets any possible beneficia
effect on lung maturation and increases the risk of RDS in drug-exposed infant
(Ostrea and Chavez 1979).

Meconlum Aspiration. Many substances used during pregnancy, such as
cocaine and opioids, can interfere with placental gas exchange and may induc:
fetal distress. They also may cause elimination of meconium into the amniotic
fiuid, resulting in aspiration of this fluid into the lungs and meconium aspiration
syndrome in the newborn (Ostrea and Chavez 1979).

Cardiovascular System

Because most substances abused during pregnancy cross the placenta, the
cardiovascular effects on the fetus are similar to those observed in the mother.

FIGURE 5. Trends in disapproval or strong disapproval of occasional
marijuana use by level of marijuana use

or “explain away” the upward trend from 1978 through
1985 in negative attitudes about marijuana. Subgroups
consisting of frequent users, infrequent users, and non-
users, all show substantial increases in the proportions
who disapprove of marijuana use and perceive that such
use is risky (Bachman et al. 1986, p. 14).

Methodological Observations on the Technique of Examining One
Trend While Holding Another Constant. The analyses just summa-
rized really are quite elementary from a statistical standpoint-indeed, all
tabulations are in the form of simple percentages. Instead of percentages,
of course, mean rates of marijuana use in figures 2 and 3, mean perceived
risk in figure 4, and mean disapproval in figure 5 could have been plotted
with virtually identical results (e.g., Bachman et al. 1988; figure 1, this
chapter). However, percentages are preferable, whenever possible,
because of their ease of interpretation by broader audiences.
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This lack of statistical complexity surely is one of the chief advantages of
this technique. If controlling levels of A eliminates (or reverses) trends in
B, and if the converse is not the case (i.e., controlling B does not
eliminate trends in A), that would seem to be fairly straightforward and
persuasive evidence. (However, a first journal submission based solely
on this technique was not sufficiently convincing to the journal’s review-
ers. Perhaps simplicity also must be counted as a disadvantage!)

A major limitation of the technique just presented is that it is bivariate.
It treats only two trends at a time and is limited to exploring whether A
seems to cause B to a greater extent than whether B causes A (or vice
versa, or neither). The problems of multiple causes (Al, A2, A3 ...)or
“third variable” causes (C), require more sophisticated methods, such as
the next method.

Second Analysis Strategy: Examining How Time Trends in
Behavior Are Affected by Multivariate Controls for Attitudes
and Other Individual Characteristics.

As an extension of the first analysis strategy, the second analysis strategy
incorporated several additional variables reflecting “lifestyle” factors that
also could be considered as positive or negative indicators of conven-
tionality. These analyses were carried out somewhat later than those de-
scribed above. Thus, data from the 1986 cohort were added, extending
the span to the period from 1976 to 1986.

Change and Stability in Lifestyle Factors Linked to Drug Use.
Before incorporating lifestyle factors into multivariate analyses including
time trends in drug use, it was important to address the stability of such
factors and the consistency of their relationships with drug use (specif-
ically, marijuana use). Overall, the level of consistency was rather high.
The factors most important in predicting marijuana use during the late
1970s also were very important in the early 1980s. More specifically,
marijuana use was more frequent among those who did poorly in school
(those exhibiting low grades or frequent truancy), those frequently away
from home in the evenings, those with high earnings and long hours
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committed to part-time work, those with low commitments to religion,
and those describing their political views as very liberal or radical
(Bachman et al. 1988). Background factors, such as race, parental
education, number of parents in the home, urbanicity, and region, added
relatively little in regression analyses when combined with the above
factors; accordingly, these factors were not included in the multivariate
analyses described below.

Given that these lifestyle factors remained important predictors of mari-
juana use throughout the 1976-1986 period, it was important to consider
whether any of these factors showed sufficient change to account for the
downward trend in marijuana use during the 1980s. Although political
views moved in a conservative direction (which appears consistent with
the decline in marijuana use), there also was a reduction in religious
commitment (which would, if anything, lead one to expect an increase in
marijuana use). Each of eight factors was examined separately following
the first analysis strategy as illustrated in figures 2 and 3. Quite clearly,
no single lifestyle or conventionality factor could “account for” the
declining trend in marijuana use, whereas both perceived risk and disap-
proval were able to do so (Bachman et al. 1988). These preliminary
analyses provided a great deal of useful detail; however, they also were
somewhat cumbersome and lacked the ability to examine multiple factors
simultaneously.

Pooling Data From Multiple Years. The strategy for providing multi-
variate controls was to employ straightforward multiple regression tech-
niques, but applied to a somewhat unusual data set. Specifically, this
employed analysis files that combined data from all 11 cohorts of seniors
(in graduating classes of 1976-1986; total N per form was approximately
33,000). One advantage of such a pooling is that it simplifies reporting.
Correlations between marijuana use and each of the other variables
already studied already showed little or no change during the 1976-1986
period, so there was no need to continue reporting separate correlations
for each of the 11 cohorts.
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“Cohort Mean” Marijuana Use as a Measure of Secular Trend. By
pooling the data across all 11 cohorts, it was possible to assign a new
variable to each individual, consisting of the “cohort mean” for marijuana
use. Specifically, each respondent was assigned the mean annual
marijuana use score for his or her graduating cohort. This permitted
calculation of correlations between individual marijuana use and the
mean level of marijuana use among all seniors for that year. In other
words, this made it possible to compute the extent to which the total
variance in individual marijuana use throughout the period in question
(1976-1986) was explainable simply in terms of which year the individ-
ual graduated-that is, the overall secular trend in use.' This new vari-
able can be referred to as a measure of the secular trend in marijuana use.
Confidence in treating this as a secular trend rather than as cohort differ-
ences resulted from a variety of other analyses that showed the secular
trend interpretation is by far the most parsimonious in accounting for
year-to-year changes in seniors’ use of marijuana (O’Malley et al. 1984,
1988).

Here is how this assignment of scores actually worked. Annual mari-
juana use is reported on a 7-point scale, with the following values:

1 =0 occasions

2 = 1-2 occasions

3 = 3-5 occasions

4 = 6-9 occasions

5 =10-19 occasions
6 = 20-39 occasions
7 =40 or more

The mean score on that scale for seniors in 1976 was about 2.7; accord-
ingly, all respondents from 1976 were assigned 2.7 as their value on the
new “marijuana secular trend” variable. For the class of 1977, the mean
was about 2.8, so that value was assigned to all of them. For the classes
of 1978 and 1979, the mean had reached about 3.0, so that value was
added to all of their files. Thereafter, use declined gradually; by 1986
(the last year used in the analyses summarized here), the mean was down
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to about 2.2, so that was the value assigned to all members of the class of
1986. In other words, the marijuana secular trend variable rose from 2.7
to 3.0 and then declined to 2.2 during the interval studied. Extrapolating
from the 7-point scale, these figures mean that marijuana use among
seniors dropped by roughly half from 1979 (mean of about four uses per
year) to 1986 (mean of about two uses per year).

The shift in cohort means across the 1976-1986 period is substantial;
however, it does not begin to match the wide range of individual vari-
ation within each year-or across all years. Thus, the correlation between
individual use and the marijuana secular trend variable necessarily was
limited; the actual product-moment correlation was about 0.12, meaning
that this substantial secular trend accounts for about 1.5 percent of the
total variance in individual marijuana use during the period in question.
As described in the first report:

This finding serves as a useful reminder that although
year-to-year variations in marijuana use over the past
decade are important and interesting, such variations
remain small in comparison to the wide range of vari-
ability among seniors within each year of the study
(Bachman et al. 1988, p. 105).

Nevertheless, that secular trend in marijuana-using behavior was viewed
as quite important, given that annual use rates dropped by about half from
1979 to 1986. It is this very importance that prompted the exploration of
whether the decline might be explainable in terms of such attitudinal
factors as perceived risk and/or disapproval (i.e., A causes B) or in terms
of changes in conventionality (C causes both A and B).

Regression Analyses Contrasting Different Sets of Predictors.
Table 1° displays a portion of the regression analysis findings, those that
include the disapproval measures. Three sets of variables, examined
separately and then in combination, are treated as “predictors”4 of indi-
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TABLE 1. Multiple regression analyses predicting annual marijuana use from (A) lifestyle variables, (B)
disapproval of marijuana use, and (C) mean marijuana use per year

Predictor r A C A+B A+C B+C A+B+C
A) Lifestyle variables
Grades -206 | -.091 -.045 -.094 -.045
Truancy 362 239 135 233 135
Hours worked per week A17 .038 011 021 012
Average weekly income 131 028 038 047 037
Religious commitment -269 | -.171 -.051 -.176 -.051
Political beliefs 170 .090 025 .089 025
Evenings out per week 315 219 11 213 11
Gender %M =1, F=2) -114 ] -.030 -.018 -.030 -018
B) Disapproval of regular 677 677 -.573 -.680 -574
marijuana use
C) Mean marijuana use per year | .120 120 105 -0.15 -.003*
R2 497 677 120 713 507 678 13
R 247 459 015 508 257 459 508

KEY:  * p>.05

4 Mean, of two items: How often do_you attend religious service? (1= Never . . . 4 = About once a week or more);
How important is religion in your life? (1 = Not important . . .4 = Very important)

%in le iltem: How would you describe your political beliefs? (1 = Very conservative . . . 5= Very liberal . . . 6 =
adical.

NOTE: Entries in the first column are product-moment correlations_coefficients (rz‘ entries in the bottom rows_are multiple,
corrf?_latlotg coefficients (R and R) adjusted for degrees of freedom. All other table entries are standardized regression
coefficients.

SOURCE:  Adapted from Bachman, J.G.; Johnston L.D.; O’Malley, P.M.; and Humphrey, R.H. Explaining the recent decline
1Sn meﬁrl)}tllanaﬁsg:z 11)11£ferf8§1§1tmg the effects of perceived ~  risks, dlsapproval, and general lifestyfé factors. J Health
oc Béhav 29:92-112, .



vidual seniors’ self-reported amounts of marijuana use during the past

year:

¢ Set A includes seven lifestyle dimensions plus gender;

* Set B is personal disapproval of regular marijuana use; and

* Set C is the marijuana secular trend measure (i.e., the nationwide
mean of marijuana use-by seniors-during the year when the
individual graduated).

The lifestyle variables in set A show a multiple correlation of .50 with
annual marijuana use, explaining fully 25 percent of its variance. This
contrasts with the much smaller correlation of .12 with set C, the secular
trend measure, representing only 1.5 percent of the variance in marijuana
use (as noted earlier). Clearly, if one wished to account for a senior’s use
of marijuana, then religiosity, truancy, and frequency of evenings out
would provide much more explanatory power than knowing the year of
graduation. However, a slightly better result is obtained by using both;
indeed, set A+C accounts for fully 1.0 percent more variance than set A
alone. Additionally, the regression coefficient for the secular trend
measure is changed very little when the set A variables are added to the
equation (the coefficient for C changes from .120 to .105). Thus, very
little of the secular trend can be “explained away” by the lifestyle
variables included as potential indicators of conventionality.

What about attitudes as an alternative approach to explaining the secular
trend? Set B, disapproval of regular marijuana use, accounts for fully
half of the variance in individual marijuana use. More importantly, the
addition of the secular trend measure provides no increase at all in
predictive power. The variance explained by set B+C is identical to that
explained by set B alone, and the coefficient for C changes from .120 to
-.015 when set B is included as a predictor. Thus, this part of the analysis
leads to the same conclusion as the earlier, simpler approach: If there is a
control for the attitude measure, the secular trend “effect” essentially
disappears. (Indeed, the small but significant negative coefficient for C
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when set B is included among the predictors is consistent with the slight
upward trends in lines 2 and 3 in figure 3, opposite to the downward
trend for the total sample shown in line 4.) The same general finding can
be seen occurs when the set A variables are included; comparing set A+B
with set A+B+C shows again that, once the attitude measure is included
in the equation, the secular trend measure does not explain any additional
variance—and the coefficient for set C goes to -.003.

Although the data are not reproduced here, the findings were comparable
when the attitude measure was perceived risk of regular marijuana use
(Bachman et al. 1988). The conclusion was drawn from regression

analyses that:

. . . the secular trend in marijuana use cannot be
“explained” in terms of the lifestyle measures included in
Set A, but the trend can be “explained” either by the
measure of perceived risk or by the measure of
disapproval (p. 105).

A Replication and Extension: Explaining the Recent Decline in
Cocaine Use. In May 1986, basketball star Len Bias died as a result

of cocaine use; a few weeks later, football star Don Rogers also died
because of cocaine. The following spring, the 1987 Monitoring the
Future survey of high school seniors showed marked increases in
perceived risk and disapproval associated with cocaine use, along with

a substantial decline in self-reported use but no decrease in perceived
availability of the drug. When it became clear that each of these trends
continued into 1988, it seemed worthwhile to conduct multivariate
analysis of the cocaine trends and to see if the pattern of results in some
respects replicated those obtained in the earlier analyses of marijuana
trends. Although the relationships were weaker with respect to cocaine
(as would be expected, given the much lower rates of usage for this drug),
the analyses again showed that, whereas the lifestyle factors could not
“explain” the recent decline in cocaine use, the attitudes—either perceived
risk or disapproval-—could (Bachman et al. 1990). Those analyses were
based on data through 1988, but more recent tabulations have shown that

129



the trends in cocaine attitudes and use continued for several additional
years (Johnston et al. 1992).

However, even in the absence of the complex multivariate analyses, the
researchers noted that by now the simple trend comparison had become

more compelling:

We would find it hard to argue plausibly that such differ-
ent secular trends in the use of these two drugs [mari-
juana and cocaine] could have been caused by some
general trend among young people toward becoming
more “conservative” or less “trouble-prone” in recent
years. . . . Changes in drug-specific factors, on the other
hand, correspond clearly to the declines in both mari-
juana use and cocaine use (Bachman et al. 1990, p. 181).

Methodological Observations on the Multivariate Analysis
Strategy. The chief advantage of this second of the two lines of
analysis simply is that it is multivariate; it permits examining a wide
range of predictors simultaneously and exploring the extent to which
explained variance is shared (overlapping) or unique while, at the same
time, including the secular trend measure as one predictor.

An additional advantage of this multivariate approach is that it places the
secular trend “effects” alongside “effects” (i.e., correlations) involving
individual differences in lifestyles and attitudes; in the process, it illus-
trates dramatically that the action is much greater at the individual level.
Why, then, bother with the secular trends? One reason is they still are
quite large-as noted earlier, marijuana use was cut about in half from
1979 to 1986. The more compelling reason, from the present perspective,
is that the analyses of secular trends may provide some additional lever-
age in the attempts to sort out causal interpretations at the individual
level. Specifically, the present findings (i.e., that the secular trends in
attitudes can “account for” the secular trends in use, whereas the reverse
is not true) are strongly consistent with the interpretation that individual
attitudes about specific drugs influence individual drug use behavior.
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GENERAL OBSERVATIONS ON THE ANALYSIS STRATEGY
OF COMBINING INDIVIDUAL-LEVEL, CROSS-SECTIONAL
DATA WITH TREND DATA

The analyses summarized in this chapter were prompted by a desire to
learn more about the causal connections between drug-related attitudes
and the actual use of drugs. On the one hand, the analyses made use of
individual-level correlational data in explaining trends in both attitudes
and behaviors with respect to marijuana and later cocaine. On the other
hand, and perhaps more importantly, the analyses used the trend data to
provide some extra leverage in understanding individual-level causal
dynamics.

The researchers interpreted the findings as supporting the initial hypoth-
esis that individuals’ attitudes about a drug-specifically, perceived risk
and disapproval-are among the primary factors contributing to their use
or nonuse of that drug. The multivariate analyses also clearly indicate,
however, that these are not the only contributors; other lifestyle factors
also appear to have an impact, consistent with findings in much earlier
analyses (Bachman et al. 1981).

On reviewing this work, which evolved over several years, it seems that
two basic conditions must be met in order for this strategy to lead to clear
conclusions. First, it is necessary that the attitude and behavior measures
show some correlation at the individual level. That certainly is the case
with respect to marijuana; annual use correlated -.57 with perceived risk
and -.68 with disapproval. Such correlations clearly indicate the possi-
bility that one factor has a direct (and/or indirect) causal impact on the
other. The second condition is that the secular trend is stronger for one
factor than for the other; specifically, the “between-years variance”

(i.e., the variance “explained” by knowing the year of measurement)
must be greater for one of the two factors. That also is the case.

Figure 1 shows that the rises in perceived risk and disapproval are

more pronounced than the corresponding declines in marijuana use. It
should be added that, for this purpose, it would be technically correct to
scale figure 1 to equalize standard deviations rather than ranges. The
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latter was chosen for the published report because of its greater intuitive
value and because it turned out that the two scalings were mostly similar.
The one difference is in line with the researchers’ preferred interpretation:
The rise in perceived risk is even more pronounced when scaled to
equalize standard deviations.

With these two conditions in place, the most parsimonious interpretation
is that (1) some factors that changed from one year to another led to sub-
stantial shifts in attitudes about marijuana, and (2) because such attitudes
do affect behavior, there was a smaller shift in marijuana use (it is smaller
because the attitude-behavior correlation is less than perfect). It is impor-
tant to stress that, so long as the correlation between cause and effect is
distinctly lower than 1.0 the change on the oufcome dimensions should
be somewhat smaller than the change on the causal dimensions. It
should be noted that, if the correlation were very close to 1.0, the
techniques described in this chapter would not give any leverage in
disentangling causes from consequences.

One other methodological observation is that it does not seem strictly
necessary to have all data from the same sets of respondents in order to
meet the two conditions described above. If one knows the extent to
which each of two dimensions have shown aggregate year-to-year
changes and can express those changes as proportions of the individual-
level variance (whether that variance estimate is obtained from the same
data or elsewhere), and if one also has a trustworthy estimate of the
individual-level correlation between the two dimensions (again, whether
obtained from the same or different data sets), then one can carry out the
kinds of calculations done here—at least with respect to estimating
whether A causes B more than B causes A.

Possible Adjustments for Measurement Error

The analyses described above did not take account of issues of measure-
ment error, at least not explicitly. The first strategy, examining time
trends in behaviors while holding constant attitudes (and vice versa),

is not easily adaptable to adjustments for measurement error. But the
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second strategy, involving multivariate controls and using cohort means
to indicate secular trends, is readily amenable to such adjustments. The
simplest approach would be to disattenuate the correlation matrix

(i.e., adjust correlations upward to compensate for estimated measure-
ment error) before conducting regression analyses. A more compre-
hensive approach might be to use structural equation models.

Such adjustments for measurement error were not included in earlier
reports because doing so would not have changed the findings substan-
tially and, thus, the additional complexity was not warranted. The
researchers reached that conclusion considering carefully the likely effect
of adjustments for measurement error. It may be useful to review those
considerations here, especially since, in other applications of this
approach, it may be appropriate to include such adjustments:

1. Individual self-reports of drug use. Earlier analyses documented
what appears to be a widespread systematic bias toward under
reporting total occasions of drug use over a 12-month interval,
compared with a 30-day interval. That bias was attributed largely
to failure of recall rather than deliberate distortion (Bachman and
O’Malley 1981). Such a bias, however, does not necessarily dis-
tort correlations or lower reliability estimates. In fact, fairly high
levels of reliability have been estimated consistently in the drug use
measures (O’Malley et al. 1983). For example, in other analyses
that did use disattenuated correlations, the estimated reliability of the
annual marijuana use measure was .90 (Bachman et al. 1984).

2. Cohort means as measures of secular trends in drug use. Each
graduating cohort of seniors is represented by a sample of approx-
imately 16,000 cases. With these numbers of cases, the sampling
error is vanishingly small. Accordingly, it seems that no adjustment
for measurement error would be needed for this variable.

3. Individual measures of drug-related attitudes. Assessments of

reliability and stability have focused primarily on measures of drug
use rather than measures of drug-related attitudes. Nevertheless, it is
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likely that reliabilities are lower for the attitude measures since these
items involve 3-point or 4-point response scales with large majorities
of respondents sometimes clustered in a single category.

4. Other measures used in the regression analyses. Some of the
measures listed as lifestyle variables in table 1 can be assumed to
have fairly low to very low error (e.g., grades, hours worked, income,
and gender), while others (e.g., truancy, religious commitment,
political beliefs, and evenings out) may have moderate error.

Likely Effects of Adjustments for Measurement Errors. Suppose the
above sorts of measurement errors were taken into account and appro-
priate adjustments were made so as to dissattenuate the correlation matrix
underlying the calculations shown in table 1. The result would have been
slightly larger estimates of the relationships in table 1, but there would
have been no important change in overall patterns or conclusions. That
judgment is based on the specific considerations discussed below.

First of all, the reliability estimate of .90 for the dependent variable
measure, individual-level annual marijuana use, would lead to adjusting
virtually all coefficients upward to a slight extent. Specifically, for a
simple correlation with a second measure judged to be error free, such as
mean marijuana use per year, the estimate would be the original corre-
lation multiplied by the reciprocal of the square root of the estimated
reliability (in this case, 1+.949 = 1.054). The result would be that the
correlation of .120 in table 1 would be adjusted upward to .126.

Second, the large negative correlation between disapproval and marijuana
use would be enhanced by the above adjustment and also by a (probably
larger) adjustment reflecting the measurement error in the disapproval
measure. After such adjustments, it would remain true that, when pre-
dictor set B+C was used, the coefficient for C would be close to 0, and
the joint prediction would not be any improvement over the use of the
attitudes (set B) alone. In other words, the changing attitudes would
continue to “account for” the secular trend in marijuana use.
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Finally, the further adjustment in the lifestyle variables (set A) would
heighten their overall contribution, but that would not change the story
appreciably with respect to the marginal contribution of the secular trend
measure (set C). Overall R-squared values would rise, of course, but the
purpose in these analyses was not to seek a precise estimate of those
values; rather, the purpose was to see whether some factors might
“account for” or “explain” the secular trend in marijuana use.

IMPLICATIONS OF EPIDEMIOLOGICAL TREND STUDIES FOR
PREVENTION INTERVENTION

The first journal article reporting the analyses summarized here suggested
that one of the implications for those concerned with prevention is that

“. .. realistic information about risks and consequences of drug use,
communicated by a credible source, can be persuasive and can play an
important role in reducing demand, which ultimately must be the most
effective means of reducing drug use” (Bachman et al. 1988, p. 108-109).

It must be emphasized that the conclusion quoted above reflects an
inference about individual-level causal processes—an inference devel-
oped by exploiting trend data coupled with some individual-level data.
It also should be stressed that it is the individual-level interpretation that
is likely to have the most important implications for prevention
intervention.

An important question remains about what caused the overall trends
during the 1980s in attitudes about marijuana. The interpretation was
offered earlier that some factors that changed from one year to another
led to substantial shifts in attitudes about marijuana. What were those
factors? The important factors very likely included increasingly per-
suasive research findings on physical and psychological consequences,
more extensive and effective coverage in the media, and firsthand obser-
vation of some schoolmates (virtually no school was immune) who did
indeed fit the reports about marijuana-using “burnouts.” Were some of
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those factors “prevention intervention?” That is, perhaps, a matter of
definition.

In any case, the point here is that these trend analyses do not tell us which
among a myriad of societal forces were most dominant in producing the
year-to-year changes in perceived risks and disapproval associated with
marijuana use. In a previous National Institute on Drug Abuse research
monograph on prevention intervention research, Johnston (1991) made
the same point quite clearly:

Epidemiological studies . . . provide outcome data on
the aggregate impact of all the forces in society that
influence drug use—whether they are labeled as
prevention programs, whether they are intended to
prevent or promote drug use, and whether they are
organized programs (p. 74).

The trend studies and analyses can be very useful, in other words, but
they remain only one part of the prevention intervention research puzzle.

NOTES

1. An alternative strategy, if the researchers had been willing to assume
that any secular trend was strictly linear, would have been to assign to
individuals numerical values of 1 through 11 (or 1976 through 1986)
corresponding to their graduating class and then consider the extent
to which those values correlated with individual use (again using the
pooled individual data from all 11 classes). Such an approach, how-
ever, would not have captured the curvilinear trend in marijuana use
during the period in question. On the other hand, it would have
avoided any tendency to capitalize on chance fluctuations from year
to year—not much of a problem when the annual means are based on
thousands of cases, but potentially a problem with smaller samples.
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2. Later analyses (Bachman et al. 1990) extending from 1976 to 1988
showed the trend continuing, thus explaining more variance (the
product-moment correlation rose to about .16, accounting for about
2.5 percent of the total variance).

3. For further details and comparable data on perceived risk, see
Bachman et al. (1988), from which table 1 was adapted.

4. The terms “predictor” and “variance explained” are used here because
they are the familiar ones used in describing regression analyses. In
fact, the author does not assume single directions of causation for
some of the lifestyle dimensions. Moreover, the secular trend
“correlation” is recognized as merely a different way of expressing
the proportion of overall individual differences in marijuana use
related to overall year-to-year changes during the decade studied.
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Multilevel Models for
Hierarchically Nested Data:
Potential Applications in
Substance Abuse Prevention
Research

Ita G. G. Kreft

ABSTRACT

This chapter reports on an application of a multilevel analysis. A multi-
level analysis is a data analysis that uses variables that are measured at
different levels of the hierarchy. A hierarchy can have many levels, such
as student level, class level, school level, and State or country level,
where students are nested within classes, classes are nested withi